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1. Introduction
As a bridge spanning the gap between the atomistic level

and its bulk counterpart, nanoscaled systems have recently
become an active area of research in materials science,
condensed matter physics, and chemistry because of their
unique performance from the fundamental scientific point
of view. Of the anomalous physical and chemical properties
of nanoscaled systems as compared with those of the bulk
material, the high ratio of surface-to-volume is the most
striking. The surface or interface effect plays the dominant
role in the mechanical, thermal, optical, and electronic
properties of nanoscaled systems. In general, nanoscaled
systems fall into two categories: those having nanostructures
with positive curvature and those having nanostructures with
negative curvature. In comparison with nanostructures with
positive curvature, the nanostructures with negative curvature
(e.g., nanocavities, nanotubes, groove nanostructures, hollow
nanospheres, and shell-core configurations, etc.) have at-
tracted much more attention because of their unique applica-
tions in mesoscopic physics and the fabrication of nanoscaled
devices, which not only provide one kind of good model
system to study electrical and thermal transport in nanosized
confines but are also expected to play an important role as
both connectors and functional units in fabricating electronic,
optoelectronic, and magnetic storage devices with nanoscaled
dimension.1-8 For example, nucleation inside groove struc-
tures and nanotubes with negative curvature is favored by
the Gibbs free energy, as is demonstrated by extensive
experiments and calculations.9,10 The additional work induced
by the negative curvature in nanotubes should be considered
based on the Laplace-Young equation. Moreover, in contrast
to nanostructures with positive curvature, the nanostructures
with negative curvature have the inverse physical and
chemical properties such as in functionalities of the densified
charge, the single bond energy, the surface stress or surface
free energy, etc.11-16 So far, many attempts have been made
to investigate nanostructures with negative curvatures ex-
perimentally, using thermal treatment, the coordination
polymer approach, the Kirkendall effect, and so on.17-19

Meanwhile, many novel phenomena requiring new theoreti-
cal explanations have been seen during these experiments.

As we know, the surface and interface energies are the
most important physical attributes of nanostructures because
the ratio of surface-to-volume will increase with decreasing
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size. Therefore, surface and interface energies will greatly
affect the physical properties of nanostructures. Importantly,
the anomalous surface energy of nanostructures always
induces many novel nanosized-effects, which open many
windows on technological potentials. However, there is a
fundamental issue here in that there has not been a clear
and detailed understanding of the surface energy of nano-
structures with negative curvature in the reported physical
and chemical investigations of them. In other words, we do
not have a clear and general insight into the basic physics
and chemistry involved in the surface energy of nanostruc-
tures with negative curvature. Therefore, it is essential to
develop new theoretical tools for the understanding and
determination of the surface energy of nanostructures with
negative curvature.

In this review, we will survey for this issue the status and
progress so far of the established thermodynamic approaches

to the nanoscale for elucidating and calculating the surface
energy of nanostructures with negative curvature. First, we
introduce the fundamental concepts and methods of the
proposed thermodynamic approaches to the nanoscale,
including our own investigations for the surface energy of
nanostructures with negative curvature. Second, taking
typical nanostructures with negative curvature such as
nanocavities, nanotubes, and nanopores as examples, we
summarize the application of the theoretical tools developed
to address surface energy and related size effects. Impor-
tantly, the thermodynamic approaches on the nanoscale for
the surface energy of nanostructures with negative curvature
not only reveal the new physics and chemistry involved in
the surface energy at the nanometer scale but also provide
general theoretical tools to calculate the surface energy.
Therefore, we expect these thermodynamic models to be
general methods for understanding the surface energy of
nanostructures with negative curvature.

This review is organized as follows. First, in sections 1
and 2, we introduce the fundamental outlines of the
thermodynamics of nanomaterials based on the liquid drop
models, the bond relaxation approach, and Hill’s theory.
Second, in section 3, we present a universal analytical model
both from the perspective of thermodynamics and of
continuum medium mechanics to elucidate the surface energy
of nanocavities and their relevant novel physical and chemi-
cal properties. Third, in section 4, the surface energy of
nanotubes at their inner skin and outer surface and their
mechanical behaviors are clarified. Finally, in section 5, we
consider the size effects of alloy formation in the shell-core
nanostructures from both the thermodynamic and diffusion
kinetic viewpoint. Additionally, the conclusions to be drawn
from this review are summarized in section 6.

2. Surface Energy of Nanostructures with
Negative Curvature

2.1. Overview
In general, the physical and chemical properties of a

macroscopic system can be well-characterized by classical
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thermodynamics or continuum medium mechanics, which
relate measurable quantities directly to applied stimuli such
as pressure, temperature, and external fields. In addition,
quantum effects are key factors for systems at the atomic
scale, and physical and chemical quantities can be evaluated
by solving the relevant Schödinger equations. Nevertheless,
for systems at the nanometer scale, both classical methods
and quantum approaches involve some difficulties. For low-
dimensional systems, edge state, end state, surface or
interface tapping, and broken bonds need to be taken into
account. Finding effective ways to deal with these difficulties
has been a long-standing challenge.

Consequently, thermodynamics at the nanoscale is becom-
ing an increasingly relevant method as the dimension of
electronic devices approaches the nanoscale. The coordina-
tion deficiency and atomic bond contraction at the surface
or the interface layer makes nanoscaled systems differ in
properties from their corresponding bulk counterparts. For
example, Au-Au bond contraction will take place in the
outermost two atomic layers of nanomultilayers, as is
confirmed by electron cohesive diffraction.20 The mean lattice
constant of Co nanoislands deposited on Cu contracts by 6%
compared with the bulk value, as is verified by theoretical
calculations and scanning tunneling microscopy measure-
ments.21 In other words, the surface or interface phase plays
a significant role with decreasing size. Accordingly, the
surface or interface energy is an important physical quantity
for nanoscaled systems.

Thermodynamically, the surface energy γ is defined as
the reversible work per unit area involved in creating a new
surface at constant temperature, volume, and total number
of moles. We should point out that the three terms “surface
energy”, “surface stress”, and “surface tension” have been
frequently confused. In general, the relationship of the surface
energy and the surface stress tensor is gR� ) A0

-1 ∂(γA0)/
∂εR� (R,� ) 1,2), in which A0 and εR�, respectively, are the
surface area per atom and the strain tensor.22 For a liquid,
the diagonal components of gR� are numerically equal to γ.
However, the gR� is not equivalent to γ for a solid. The
energy γ is required to create unit area of surface. Fischer
and co-workers clarified the definitions for surface energy,
surface tension, and surface stress in some detail in a recent
review.23

It is well-known that many physical quantities such as
melting point, surface energy, interaction energy, and bond
length show size effects when specimens approach the
nanoscale.24-26 For instance, the typical nanostructures with
the negative curvature, i.e., the surface-segregated nanopar-
ticles with shell-core configurations, are produced in the
Pd-Ag alloying system, the components of which are
miscible in the bulk phase.27 Also, a series of shell-core
bimetallic nanoparticles such as Au-Ag,28-30 Au-Pt,31 and
Ag-Pd32 systems were produced by a variety of chemical
methods. Interestingly, Meisei and co-workers28 demonstrated
the anomalous size dependence of spontaneous interfacial
alloying in shell-core nanostructures at ambient tempera-
tures, thus indicating that size effects are apparent in these
binary metallic systems. Likewise, the elastic vibrational
modes in shell-core nanoparticles show controllable behav-
iors dependent on overall size and shell thickness, as is
confirmed by Brillouin light-scattering measurments and
numerical calculations.33

On the other hand, nanostructures with negative curvature,
such as porous materials with small holes, have a prodigious

combined surface area and can enhance chemical reactions
and yield high-value products.34-37 These nanostructures can
allow only single molecules or clusters of certain shapes and
sizes to move through the pores.38 In a recent letter, Lee
and colleagues39 reported that, at room temperature, with no
change in electrical transport properties, the thermal con-
ductivity of n-type crystalline Si with periodically arranged
nanometer-sized pores may be lowered by up to 2-4 orders
of magnitude from that of bulk silicon, depending on the
size and spacing of the pores. Importantly, this exciting result
indicates that nanoporous semiconductors with aligned pores
may be highly attractive materials comparable to those
currently used for thermoelectric applications but much easier
to manipulate. Further, as found by Zhu et al., nanocavities
in the host matrix show instabilities during electron beam
irradiation.40 More interestingly, the shrinkage behavior
shows a unique nonlinear character with the cavity radius
size contracting to about 4 nm. Moreover, the shrinkage rate
becomes slower as the cavity size decreases, and finally no
detectable size change is observed after the cavity size is
about 2 nm.40 In addition, the atomic vacancies or point
defects with imperfect coordination numbers for nearby
atoms would have a large influence on the mechanical
strength of a material. It is generally known that vacancies
can act as pinning centers, restraining the motion of
dislocations and thus enhancing mechanical strength. For
example, Smmalkorpi et al. studied the mechanical strength
of carbon nanotubes with vacancies and related defects by
analytic continuum theory and found that atomic defects
played a dominant role in determining mechanical proper-
ties.41 Also, carbon nanotubes are much stiffer than bulk
graphite,42,43 with Young’s modulus increasing as the wall
thickness is reduced.44

Indeed, new opportunities for using negative curvature
have led to dramatic changes in many physical and chemical
properties that are conventionally understandable in com-
parison with bulk specimens and nanostructures with positive
curvature. The examples of the surface and size effects of
negative curvature on various properties are endless, as has
been reviewed and developed by many researchers.40,45 The
surface effects on related chemical and physical properties
from the introduction of nanostructures with negative
curvature has inspired a number of theoretical models and
experimental observations, all of which are discussed from
various aspects.

2.2. Fundamental Aspects
2.2.1. Classical Approach

Considering a single-phase system with surface or interface
phase in a thermodynamic equilibrium state, the internal
energy U is

where T, S, p, V, µ, N, and A are, respectively, temperature,
entropy, pressure, volume, chemical potential, number of
particles, and area. The differentials of the internal energy
of the entire system and of other thermodynamic quantities
can be deduced to be

U ) TS - pV + µN + γA (2-1)

dU ) TdS - pdV + µdN + γdA (2-2)
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where F, G, H, and Ω denote the Helmholtz free energy,
Gibbs free energy, enthalpy, and grand canonical potential,
respectively. Thus, in terms of above equations, the surface
tension can be defined as

From the above, we see that the surface tension is the
Gibbs free energy per unit area at constant temperature,
pressure, and number of particles, and also that it can be
expressed as other thermodynamic functions in terms of
internal energy, Helmholtz free energy, enthalpy, and the
grand canonical potential, respectively. Furthermore, the
surface entropy, surface enthalpy, and the coefficient of
surface energy can be deduced based on the above equations:

It should be noted that the relations (∂γ)/(∂T) < 0 and (∂γ)/
(∂p) > 0 hold.46 The surface energy can be calculated
conventionally by semiempirical methods based on a broken
bond rule,47 i.e., the surface energy is determined by the
number of bonds that have to be broken in order to create a
unit area of surface. The relation is specified by

where W is the reversible work involved in creating a new
surface. The subscripts h, k, and l represent the Miller indices
specifying the orientation of a plane. Therefore, the surface
energy is equivalent to the total binding energy of the surface
atoms.

where nhkl and Eb are the number of broken bonds and the
binding energy of a pair of atoms, respectively. On the other
hand, the interface is defined as the transition region between
two joined phases. Therefore, the internal energy of the
interface phase can be obtained by

The superscript I denotes the interface phase. Since the
Helmholtz free energy in the equilibrium state is FI ) UI -

TSI, the interface energy takes the form

2.2.2. Nanothermodynamics

As the dimension of a system becomes small, some
questions may emerge. The conventional theoretical methods,
including classical thermodynamics and quantum theory, are
not suitable for addressing the novel physical and chemical
properties (mechanical, thermal, acoustic, optical, electronic,
and magnetic, etc.) of low-dimensional systems. Many
properties of nanosolids, such as their melting point and
Young’s modulus, no longer remain constant with size and
can indeed be tuned with the size. Many approaches have
been developed for exploring this fascinating field. For
example, in terms of the liquid drop model, the total cohesive
energy (Ec) of nanoparticles containing N atoms is given by

with

where V0, ra, r, aV,R, and aV denote the atomic volume, the
radius of an atom with sphere shape, the radius of the
nanoparticles, the cohesive energy per atom and the bulk,48-50

respectively. Further, it has also been shown by Rose et
al.51,52 that there exists a general relationship between the
cohesive energy per atom and the surface energy, to wit,

where as ) 4π ra
2γ. More surprisingly, the mean slope of

5.75 corresponding to eq 2-17 can be obtained for fcc and
bcc crystals based on the effective coordination method,53

which is valid for most materials.54 So, most of the other
physical quantities, such as melting temperature, Debye
temperature, heat capacity, etc., are related to the size-
dependent cohesive energy.

It is easily seen that, in low-dimensional systems, the
surface effect plays a significant role in determining the
binding energy per atom. In fact, a size effect is observed
for many other physical and chemical properties. For
example, the bond length between atoms which are not fully
coordinated contracts spontaneously in the top three atomic
layers of nanostructured materials.55 Furthermore, the solid
solubility limit in nanometer-sized binary alloying systems,
the interaction binding energy, the melting enthalpy, and the
melting entropy, etc., are all size-dependent.26,56 Therefore,
the above equations are no longer applicable in small
systems. Also, surface effects, edge effects, system rotation
and translation, etc., all influence the properties of small
systems.

In addition, the recently developed bond-order-length-
strength (BOLS) correlation mechanism is suitable for coping
with the unusual behavior of low-dimensional systems.57 It
follows from the considerations of Goldschmidt,58 Pauling,59

and Feibelman,60 that the bond will shorten spontaneously
due to coordination number imperfections and the associated
bond energy will increase compared with the ideal case of
the bulk. Thus, the shortened and strengthened bonds and
the depression of the pair potential are the physical origins

dF ) -SdT - pdV + µdN + γdA (2-3)

dG ) -SdT + Vdp + µdN + γdA (2-4)

dH ) TdS + Vdp + µdN + γdA (2-5)

dΩ ) -SdT - pdV - Ndµ + γdA (2-6)

γ ) (∂U
∂A )S,V,N

) (∂F
∂A)T,V,N

) (∂G
∂A )T,p,N

)

(∂H
∂A )S,p,N

) (∂Ω
∂A )T,V,µ

(2-7)

ss ) - ∂γ
∂T

(2-8)

hs ) γ + Ts ) γ - T
∂γ
∂T

(2-9)

us ) γ - T
∂γ
∂T

- p
∂γ
∂p

(2-10)

γhkl )
Whkl

2Ahkl
(2-11)

γhkl )
nhklEb

2
(2-12)

dUI ) TdSI + ∑
i

µidni
I + γIdA (2-13)

γI ) (∂FI

∂A )
T,ni

I
(2-14)

Ec ) aVN - 4π ra
2N2/3γ (2-15)

aV,R ) aV - 3V0γ/r (2-16)

aV,R ) aV - as(r0/r) (2-17)
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of the anomalous tunable properties of low-dimensional
systems. From the fundamental perspective of the BOLS
correlation mechanism, the mean relative change of a
measurable quantity (Q) of a nanosolid involving Nj atoms
can be written as61

with

where Kj is the dimensionless form of the solid size, which
is the number of atoms aligned along the radius of a spherical
dot or a rod, or across the thickness of a thin plate. Rj and
d0 denote the radius of the nanosolid and the size of an atom,
respectively. τ is the dimensionality of a thin plate (τ ) 1),
a rod (τ ) 2), and a spherical dot (τ ) 3). q0 and qi

correspond to the local density of Q inside the bulk and the
ith atomic layer. γij is the volume ratio of a certain atomic
layer, denoted i. ci is the coordination number dependence
of the bond-contraction coefficient. The bond length d will
shift to di, where di ) cid, and bond strength will change
from Eb to Ei according to Ei ) Ei

-mEb, and hence will affect
the localization and densification of charge proportionally
to Ei/di

3. Consequently, bond strain and bond strength gains
induced by broken bonds or quantum trapping cause
localization and densification of the energy, which leads to
excessive energy storage in the surface skin or at sites
surrounding atomic defects, which not only affects the
directly related properties but also perturbs the Hamiltonian
and related effects such as band gap expansion, Raman
phonon stiffening or softening, core level shift, and enhance-
ment of the electroaffinity (i.e., separation between the
vacuum level and the conduction band edge). Importantly,
the surface strain induced by broken bonds extends only to
several atomic layers, as is confirmed by the size-dependent
surface free energy and related physical and chemical
properties of nanocrystals, nanowires, and nanocavities.12,62,63

Most strikingly, the thermodynamics of small systems at
the equilibrium state, developed in the pioneering work of
Hill in the early 1960s,64-68 is an effective tool to deal with
mesoscopic systems. A series of recent publications by Hill
et al. addressed this interesting subject in detail.69-74

Hill generalized the classical approach by considering the
ensemble level rather than the single-system level. The core
idea is the “subdiVision potential” proposed based on
classical thermodynamics. Thus, the internal energy is
described in the form

where t is the whole ensemble of small systems. � ) (∂Ut/
∂�)St,Vt,Nit

. � is a kind of system chemical potential being
defined as the “subdiVision potential”. It is noted that the
term � d� in the above equation does not contribute
appreciably to macroscopic systems, which have � ) 0. �
may be regarded as a function of T, p, and µi with intensive
properties at the ensemble level.

Integrating the above equation from � ) 0 to � and holding
all small-system properties constant, we obtain

For a single small system,

or

The � is a new feature of nanothermodynamics. Furthermore,
differentiating in the above equation, we can obtain

In fact, the left-hand side is zero in macroscopic thermo-
dynamics. In addition, the right-hand side is zero, showing
the Gibbs-Duhem relation. On the other hand, the relations
among S, V, Ni, T, p, µ, and subdivision potential � are seen
to be

Furthermore, it is worth noting that Chamberlin et al.75-84

have developed Hill’s theory by considering independent
thermal fluctuations inside bulk materials. On the basis of
Hill’s considerations, they obtained the mesoscopic mean
field model, which can provide a common physical basis
for many empirical properties such as magnetism, phase
transitions, etc. In the following section, taking the nano-
cavity as an example, we will present a universal analytical
method from the perspective of the nanothermodynamics and
the continuum medium mechanics to elucidate the surface
energy of nanostructures with the negative curvature cavities
and highlight the relevant physical and chemical properties
induced by the size-dependent surface energy.

3. Surface Energy of Nanocavity

3.1. Background
Nanocavities, as a sort of typical nanostructure with

negative curvature, are defined as a cluster of many vacancies
in a given matrix, like inverse opals, and have attracted much
interest in recent years because of their potential applications
in mesoscopic physics, biology, medicine, and electronic
nanodevices processing, for example.85-88 Nanocavities have
been produced experimentally in Si,89-91 Ni,92 amorphous
Ge,93,94 and Al95 by ion irradiation followed by thermal
annealing in inert gases. The striking difference between
nanocrystals and nanocavities is that the latter possess

∆Q(Kj)

Q(∞)
) ∑

ie3

γij

∆qi(zi, Ei, di)

q(z, Eb, d)

γij )
∆Vi

Vj
≈

τ ci

Kj
e 1

Kj ) Rj/d0

(2-18)

Q(∞) ) Njq0 (2-19)

dUt ) TdSt - pdVt + ∑
i

µidNit + �d� (2-20)

Ut ) TSt - pVt + ∑
i

µiNit + �� (2-21)

U ) TS - pV + ∑
i

µiNi + � (2-22)

� ) U - TS + pV - ∑
i

µiNi (2-23)

d� ) -SdT + Vdp - ∑
i

Nidµi (2-24)

-S ) (∂�
∂T )p,µi

(2-25)

V ) (∂�
∂p )T,µi

(2-26)

Ni ) (∂�
∂µi

)
T,p,µj

(2-27)
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negative curvature. The dangling bonds at the negatively
curved surface could provide a large driving force for
instabilities. Interestingly, there are some abnormal physical
behaviors that happen under the application of a stimulus
such as thermal annealing. For instance, nanocavities in the
host matrix shrink during electronic beam irradiation, and
the shrinking velocity slows down as the pore size is reduced,
until at 2 nm it is zero and the cavity size thereafter remains
constant.96,97 In a related experiment, the nucleation of the
amorphous phase occurs near the inner skin of the cavity.98

The surface energy of the nanocavity is important to the
reported pore size shrinkage. In addition, the surface energy
is of great importance in understanding the mesoscopic and
microscopic processes at a surface for properties such as
wettability, adhesion, diffusion, and chemical reactivity, for
example, which depend on the atomic bonding state.
However, the surface energy of nanocavities remains much
less understood.99 In this section, we propose an approach
to elucidating the surface energy of nanocavities via an
analytical solution without any freely adjustable parameters.
This approach combines thermodynamics at the nanoscale
and continuum mechanics,100 to give a deeper physical insight
into the surface energy of nanocavities, and has enabled us
to make predictions of the shrinkage of nanocavities con-
sistent with the experimental observations.

In fact, the surface atomic structure and interactions should
be involved in surface free energy. The development of
theoretical methods has already increased knowledge about
the relation between surface strain and atomic bond energy
states of nanostructures. For example, Dingreville and co-
workers developed the incorporation of the surface free
energy into continuum mechanics.101 The results indicate that
the surface free energy of nanoparticles, nanowires, and
nanofilms can have a large influence on elastic behavior. The
energy of atoms at the surface layer and the resulting elastic
behavior differ from the bulk material. Thus, the surface
atomic structure and interactions among the atoms should
be accounted for in the surface free energy. According to
the considerations of Fried et al.,102 Fischer et al. established
a constitutive law for the surface energy as the summation
over two contributions, to wit, a mechanical part and a
chemical part.23 Importantly, these results are harmonious
with our recent considerations.12,13,100

3.2. Thermodynamic Analytic Expression of
Surface Energy

The surface energy in the inner skin of a nanocavity in a
host matrix can be composed of two contributions, i.e., the
chemical part (γchem) and the structural part (γstru), as in

The chemical part of the surface energy originates from the
dangling bond energy at the inner surface of the nanocavity,
while the structural part is from elastic strain energy in the
one atomic layer thickness of the inner skin of the nanocavity.

In terms of the relevant experiments,97,98 we propose the
model illustrated in Figure 1 for a nanocavity in a host
matrix. Interestingly, the region surrounding the nanocavity
will preferentially form the nonorientation order phase with
atomic bond order loss.97,98,103 Thus, we may consider the
cavity matrix as two separate components, which are the
liquid-like � phase and the vapor-like pore R phase. Jiang
et al.104 have suggested that the surface energy difference

between the solid and the liquid is very small in comparison
with that between the solid and the gas or between liquid
and gas phases. The interface energy of liquid (l) and gas
(v) or solid (s) and gas, can be approximately related as
γlv(D)/γlv0 ≈ γsv(D)/γsv0, in which γ0 is the value in the plane
surface with 0 curvature, and D is the diameter of the
nanosized solid. The differential of the total energy in the
system should follow the relation

where E, S, V, N, and T represent the energy, entropy,
volume, number of moles in the system, and absolute
temperature; and C, µ, s, and c are the curvature term with
an external force as defined by Gibbs, the chemical potential,
the interfacial area, and the curvature, respectively.105 The
NS is the actual excess in moles over the amount computed,
which supports the dividing surface between the R phase
and � phases. Since the volume of the surface phase is
negligible, so is NS. The superscripts R, �, and S denote
quantities relating to the pair of phase regions, R and �, and
surface phase S. We note the relations

At equilibrium the chemical potentials will be identical,
i.e., µ ) µR ) µ� ) µS, so considering the above relations
we obtain

A differentiation of the integration of the equation at
constant curvature leads to the curvature-dependent surface
energy

γ ) γchem + γstru (3-1)

Figure 1. Schematic illustration of the two-phase structure of the
vapor-like nanocavity, R, and the liquid-like matrix lattice phase,
�. The arrows indicate that the nanocavity will undergo shrinkage
under the larger driving force of the inner skin resulting from
applied external activation. Note that the term “external activations”
includes energetic electron beam irradiation, ion irradiation, and
thermal annealing.

dE ) dER + dE� + dES

) TdSR - pRdVR + µRdNR + TdS� - p�dV� +
µ�dN� + TdSS + µSdNS + γchemds - Cdc (3-2)

V ) VR + V�

E ) ER + E� + ES

S ) SR + S� + SS

N ) NR + N� + NS

(3-3)

dE ) TdS - pRdVR + µdN - p�dV� +
γchemds - Cdc (3-4)

(∂γchem/∂c)T ) -C/s (3-5)
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Comparing with the Tolman106 and Koenig107 formula
based on the surface tension ((∂γchem)/(∂c))T ) [-2δγchem(1
+ δc + (δc)2/3)]/[1 + 2δc(1 + δc + (δc)2/3)] and replacing
the curvature c with -r-1, we obtain

where δ is the Tolman’s length. With the inner wall thickness
given by h, in the special case of a spherical cavity of
diameter d ) 2r, eq 3-7 yields

Importantly, the difference between eq 3-7 and the similar
relation proposed by Kirkwood and Buff108-110 is the positive
sign.

Similarly, for γstru, the density of surface strain energy in
eq 2-26, Saito et al. investigated a two-dimensional crystal
with a square lattice and obtained the total elastic stain energy
of the rigid structure.111 The results indicate that the elastic
strain in the surface unit cell plays a vital role in determining
the total energy. The spontaneous stress situation arises from
defects such as adsorbed atoms or from steps and reaches
the energy minimum. In our case, we treat the spherical face
of a nanocavity in a host matrix and furthermore consider
the reconstruction and relaxation of the surface. The elastic
strain energy induced by the negative curvature is involved
in the surface energy in the inner skin of nanocavities.
According to the Laplace-Young equation,112 the pressure
difference (∆p) between the interior and exterior of the
spherical nanocavity can be expressed in terms of the inner
surface diameter (d) of the cavity as

where f is the surface stress. The compressibility κ and strain
ε of the matrix are given by κ ) -∆V/(V∆p) ) ∆Vd/2fV
and ε ) ∆a*/a* ) ∆A/(2A) ) ∆V/(3V), respectively, where
V, A, and a* represent the volume, the surface area of the
spheric nanocavity, and the distance between two near-
neighbor atoms. The latter distance is taken to be ap-
proximately equal to the lattice constant of the crystalline
phase in our case. Thus, we have ε ) (∆a*)/(a*) )
(2k)/(3d)�(d0hSmbHmb)/(kVsR),113,114 in which d0, h, Smb, Hmb,
Vs, and R denote the critical value of the void,115 the atomic
diameter, the melting entropy, the melting enthalpy, the molar
volume, and the ideal gas constant, respectively. Similarly,
the surface strain (εR�

s ) of a sphere is related to the bulk strain
(εij) within the particle through a coordinate transformation
as εR�

s ) tRit�jεij, where R, � range from 1 to 2, i, j range
from 1 to 3, and tRi is the transformation tensor. Therefore,
from the above relations, the structural part of surface energy
can be obtained as

where Rj is the spring constant averaged over pairs of atoms
in the deformation lattice of the inner cavity wall.

3.3. Size Effects Induced by Surface Energy
In this section, we use the spherical coordinates (r, θ, φ)

relative to the center of the spherical cavity. The deformation
behavior of the inner wall in the matrix can be derived based
on the theory of linear elasticity. As for the special case of
spherical symmetry, the values of the strain components,
stress components, and displacements are dependent on the
radial coordinate r and are independent of θ and φ. The
equilibrium equation and volume strain ε are written as

where σr and σT (i.e., σθ and σφ) are the radial and tangential
stress, respectively.

In light of Hooker’s law, the stress-to-strain relationships
for the radial and tangential components are given by

, respectively, in which λ, G′, and Θ are the Lamé constants
and the bulk strain. Furthermore, in combination with the
geometric equations (i.e., εr ) ∂ur/∂r, εT ) ur/r), the
component of the displacement ur can be shown to be ur )
Ar + B/r2, where A and B are coefficients.

Just as in the case of a nanocavity in a host matrix, the
nanometer-curved surface at an atom dangling bond structure
combined with a compressive stress on the inner wall of the
cavity will provide a driving force for nanocavity shrinkage
during external activation, as has been demonstrated by
recent experiments.97,98 The reference state of a nanocavity
before shrinkage, which is in a metastable state, is produced
by an initial experiment. Considering the curvature effect,
we use these boundary conditions

where a and p0 are the initial radius of the nanocavity and
the normal pressure, respectively. Therefore, we can deduce
that the coefficients are given by A ) (-p0)/(3λ + 2G′) and
B ) -(a2γ(a))/(2G′). Furthermore, the ur can be calculated
as shown in eq 3-16:3-16

with λ ) Eν/[(1 + ν)(1 - 2ν)] and G′ ) E/[2(1 + ν)], in
which ν and E are Poisson’s ratio and Young’s modulus,
respectively. Also, according to the definition of intrinsic
bulk modulus [K] by Yang,116 we have

where � and K are the magnitude of the maximum strain
and the bulk modulus of the elastic matrix, respectively.

Herein, we analyze the inner surface characteristics during
the process of nanocavity shrinkage. Taking a nanocavity
in the silicon matrix as an example, we calculate the chemical

(∂ γchem

∂ r )
T
) γchem

r
1

r

2δ(1 - δ
r
+ (δr )2

/3)
- 1

(3-6)

γchem
sv(d)

γchem
sv0

≈
γchem

lv(d)

γchem
lv0

) 1 + 4h
d

(3-7)

∆p ) -4f/d (3-8)

γstru ) ε2R̄ (3-9)

∂σr

∂r
+ 2

r
(σr - σT) ) 0 (3-10)

ε ) 1

r2

∂

∂r
(r2ur) (3-11)

σr ) λ Θ + 2 G' εr (3-12)

σT ) λ Θ + 2 G' εT (3-13)

σr ) -(-2γ(a)/a + p0) at r ) a (3-14)

σr ) -p0 at r f ∞ (3-15)

ur ) -rp0/(3λ + 2G') - a2 γ(a)/(2 G'r2) (3-16)

[K] ) -3(1 - ν)
2(1 - 2ν) (1 - 2γ(r)

3a�K) (3-17)

Surface Energy of Nanostructural Materials Chemical Reviews, 2009, Vol. 109, No. 9 4227



energy, the elastic strain energy, and the total surface energy
as shown in Figure 2. It is shown that both the chemical
energy and the elastic strain energy of the nanocavity increase
with reduction of cavity size. Figure 2b shows that the total
surface energy of the nanocavity increases when the cavity
size is reduced.

From the perspective of nanocavity surface energy consid-
erations, we can find that a size of 2 nm seems to be a threshold
value for the size dependence of nanocavities in a Si matrix, as
is shown in Figure 2. In other words, a radius of 2 nm seems
to be the threshold at which the surface energy becomes stable.
Noticeably, the surface energy in nanostructures is not equiva-
lent to the total energy of these systems since it involves bulk
energy, entropy, and surface or interface terms, etc. In general,
the system is stable when the total energy is equal to a minimum
value. According to our calculations, the surface energy of
nanocavities with a size of 2 nm is not the size at which the
surface energy becomes stable, whereas it is the calculated result
based on the theoretical model.

Using eq 3-16, the components of the displacement are
calculated as a function of the nanocavity’s radius, as shown
in Figure 3a. Interestingly, from Figure 3a, we can see that
the theoretical predictions show the components of the
displacement increasing as the size decreases. Also, the
distribution of the ur in the inner skin of a nanocavity is
related to the initial size of the cavity. Note that ur ) 400
nm for a cavity of radius 25 nm, which is the limiting case;
this means that larger displacements of components will lead
to local hardening around the nanocavity because of the effect
of the surface energy. Higher surface energy in the inner
skin will introduce a larger stiffening zone. The curves
plotted in Figure 3a depict this tendency. Furthermore, the
functional dependence of ur on a and r is shown in Figure
3b. The size dependence of the surface energy of the cavity
causes the cavity to shrink and the radial component of the
displacement to be less than the effect in bulk.

Figure 4 depicts the relationships among the surface
energies of the pore, matrix, and inner skin components. With
increasing surface energy, the intrinsic modulus in the cavity
skin becomes larger than that of the bulk. Combining the
theoretical results for the components of the displacement
and the intrinsic bulk modulus, we can anticipate that local
hardening may take place in the cavity skin because of the
surface energy size dependence. It should be indicated that
the inner surface energy of a nanocavity increases monotoni-
cally for radii of about 2 nm or larger. Thus, the shrinking
is faster when the cavity’s radius is larger than the threshold
value of 2 nm. In contrast, shrinking will be slowed for larger
surface energies because of skin hardening.

3.4. Nonlinear Shrinkage
3.4.1. Observations

It is interesting to note that some physical and chemical
properties would be engendered by the higher inner surface

Figure 2. Size-dependent inner surface elastic energy (the inset)
and chemical energy with (a) total surface free energy with (b) for
Si.

Figure 3. Distribution of the radial component of the displacement
in the inner wall of nanocavity: (A) a ) 10 nm, (B) a ) 15 nm,
(C) a ) 20 nm, and (D) a ) 25 nm with (a) and the a and r
dependence of the radial displacement with (b).

Figure 4. Size dependence of the intrinsic bulk modulus of the
nanocavity in Si matrix (� ) 10-4): (A) γ ) 2 J/m2, (B) γ ) 1.4
J/m2, and (C) γ ) 1.24 J/m2.
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energy of nanostructures with negative curvature as compared
tozerocurvatureandnanostructureswithpositivecurvatures.63,88,117

Recently, numerous experimental89,98,118 and theoretical13

investigations have reported the unstable behaviors of
nanocavities during external activation. For example, Zhu40

showed experimentally that the shrinking process of nano-
cavities displays definitely nonlinear behavior. Bai et al.119

reported that molecular dynamics simulations showed melt-
ing behaviors of nanocavities much different from those of
the bulk trunk and nanocrystals. It is well-known that the
melting temperature of nanocrystals with positive curvature
is depressed with size.57,120 However, questions may still arise
concerning, for example, what will happen to a nanocavity
in the matrix when the matrix starts melting? Little progress
has been made in the presently available literature toward
physical understanding of the melting behavior of nanocavi-
ties in a matrix.119 In this section, we propose, based on our
recent considerations, analytical kinetic and thermodynamic
approaches to treating both the shrinkage of nanocavities in
a matrix under external activation, and also the melting
behavior when the temperature is higher than the melting
point of the matrix.12,13

3.4.2. Kinetic Behaviors

On the basis of the considerations in section 3.2, the
surface energy of a nanocavity has its thermodynamic origin
in the atomic bonding energy and the elastic strain energy
of the inner surface of the nanocavity.12,13 The negative
curvature of nanocavities induces a steady increase of the
density of the atomic bonds with decreasing size. Similarly,
the density of the elastic strain energy increases as the void
size decreases. Thus, according to the theoretical results in
section 3.2, the inner surface energy (γ) of a nanocavity can
be attributed to two sources,121 the chemical (γchem) and the
structural (γstru), as follows

where γ0 and ε are the value of the inner surface energy in
the plane surface with zero curvature and the lattice strain
of the inner skin of the void, respectively. Nanocavities in
the host matrix are thermodynamically metastable, which is
similar to the case of the metastable nanodiamond and
graphite.10 If external activations involving irradiation and
thermal annealing are applied to nanocavities, they become
unstable and then shrink as observed experimentally.122

It is noteworthy that the crystalline structure in the
nanocavity inner skin is different from the ideal bulk.
Because of imperfections in the coordination numbers of
atoms in the surface layer, local strain is present and is
involved in the surface energy model, including the contribu-
tions from the structural and chemical sources. Also, the
atomic bond lengths, strengths, and orders at the inner skin
of a nanocavity are different from those of the bulk
counterpart. Furthermore, as has been experimentally ob-
served, nanocavity shapes are generally not perfect spherical
voids. Therefore, the inner surface energy can be expressed
as the average value of various crystalline surfaces.123 Thus,
the inner surface energy would be analytically defined by

where γ(ijk) and S(ijk) denote the surface energy and the surface
area at the (ijk) crystalline facet, respectively. Because of
the amorphous matrix (short-distance order structure) around
the nanocavity, we can consider the nanocavities as having
a spherical shape.

On the basis of classical theory, we assume that the
following conditions prevail in the shrinkage of nanocavities:

Under those conditions, we further assume that the
shrinkage of nanocavities is driven by the capillary force
induced by the negative curvature as predicted by the
Laplace-Young equation. We take into account here the
possibility that, during the course of nanocavity nucleation,
there may also be gas in the nanocavities. Physically, the
high internal gas pressure would influence the shrinkage
of nanocavities because the increase of the internal
pressure counterbalances the surface tension. However,
no gas remains in nanocavities at matrix temperatures
above 650 °C. Under those conditions, nanocavities
become nanobubbles.

Accordingly, in general, we obtain for the velocity of
shrinkage of nanobubbles

where V is the volume during the shrinkage process with
V(r) ) (4)/(3)π(r0

3 - r3), t is the shrinking time, Snc is the
area of inner skin with Snc(r) ) 4πr2, Kin is the kinetic
constant with Kin ) Kin0 exp(-∆Gc/RT), and ∆Gc is the
activation energy of shrinkage. pin(r) is the internal gas
pressure, with pin(r) ) p0(r0/r)3, and p0 and r0 are the initial
gas pressure and the radius, respectively. Actually, the
internal gas pressure p0 is smaller than the value of 2γ(rj)/
r.124 Thus, if pin(r) ) 0, the velocity of shrinkage of
nanocavities is written as

During shrinking, the surface energy of the inner wall of
nanocavities becomes larger than that of the bulk from eq
3-18. Combining eqs 3-18 and 3-21, we obtain

where the factor of Θ ) (4kd0hSmbHmbRj)/(9VsR) is called
the material parameter. Thus, integrating eq 3-23, we obtain
the shrinking kinetic model of nanocavities as

where the function f(r) ) 1/[γj0(1/r + 2h/r2) + Θ/(4r3)].

3.5. Phase Transition: Superheating
According to thermodynamics, the solid-liquid phase

transition in a system must satisfy three criteria: mechanical,
thermal, and phase equilibrium.120 Thus, the terms in the
solid-liquid phase equilibrium for a nanocavity system are
given by

γ5(d) ) γ0(1 + 4h/d) + R̄ε2 (3-18)

γ )
∑ γ(ijk)S(ijk)

∑ S(ijk)

(3-19)

r|t)0 ) r0 and r ) r(t) (3-20)

dV
dt

) KinSnc(2γ(r)

r
- pin(r)) (3-21)

dV
dt

) KinSnc
2γ(r)

r
(3-22)

dr
dt

) -2Kin[γ0(1
r
+ 2h

r2 ) + Θ
4r3] (3-23)

∫r0

r
f(r) dr ) -2Kint (3-24)
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where µ and T are the chemical potential and the temperature,
P is the pressure, r is the radius of the nanocavity with d )
2r, and the superscripts R and � denote the solid and liquid
phases, respectively. Note that, in the planar case, the
mechanical equilibrium condition is PR ) P�. Therefore,
considering the thermodynamic relationship dµ ) -S dT +
V dP, we have

where Smb ) S� - SR. Integrating eq 3-28, we attain the
melting thermodynamic relationship of a nanocavity in the
host matrix as

where Tmb is the melting temperature of bulk (matrix).
Therefore, ∆T () T - Tmb) > 0 implies superheating of the
nanocavities. Further, substituting eq 3-18 into eq 3-29, we
deduce the melting model of a nanocavity in the host matrix
as

In addition, it is noted that the initial nanocavity originates
in the formation of an atomic vacancy in the lattice matrix.
Generally, atomic vacancies or point defects in materials have
significant effects on their physical and chemical properties
such as mechanical strength and thermal stability, etc. Atomic
vacancy formation energy is defined as the energy required
to break all the bonds of the specific atom to its surroundings.
In the 1950s, Brooks established a semiempirical model to
calculate the vacancy formation energy of bulk materials with
isotropic properties as EV ) 8πd0

3γ(γ + 2G′d0′ )-1, where d0′
is the radius of the atom.125 Furthermore, by introducing the
size effect of d0′ , γ, and G′, the EV of nanoparticles could be
predicted.57,126

Combining eqs 3-23 and 3-30, we calculated the shrinking
kinetics and the melting behaviors of a nanocavity in a silicon
host matrix. Figure 5a shows the nonlinear shrinkage of
nanocavities under electron irradiation, and the shrinking
velocity (dr/dt) becomes large when the nanocavity’s radius
is in the range of 2-4 nm. It is reported that the shrinkage
of nanocavities accounts for the cases by the ion irradiation
and showed a linear dependence of nanocavity shrinkage on
ion irradiation.127,128 The shrinkage mechanism upon electron
irradiation is different from that upon ion irradiation, in that
the thermodynamic driving force in electron irradiation is
the difference between the chemical potential of a vacancy
in the matrix and a vacancy on the inner surface of the
nanocavity, while the shrinkage mechanism upon ion ir-
radiation is the external gettering of implanted atoms and

the ion cascade effect. Importantly, these theoretical predic-
tions give the same tendency for nonlinearity decrease.40

Zhu40 pointed out that the nanocavity stops shrinking at
the critical void size of 1-2 nm, which is attributed to the
local hardening around the nanocavity during the shrinking
process.13,116 The activation energy ∆Gc of shrinkage be-
comes large due to the formation of the hardened spherical
shell and, thus, leads to Kin being small. According to eq
3-23, the shrinking time will become longer when the size
of nanocavities becomes smaller. Thus, the smaller the size
of the nanocavity, the harder is the region surrounding the
inner shell of the nanocavity. As a result, the shrinking time
becomes longer.

On the basis of related experiments, the rate of nanocavity
shrinkage is evidently enhanced in the amorphous phase.129

In fact, the activation energy of shrinkage in a crystalline
phase is larger than that in an amorphous phase.130,131 This
large activation energy can lead to the small kinetic factor
Kin and the long shrinkage time. Thus, the shrinkage velocity
in the amorphous phase is faster than in the crystalline phase.
On the other hand, the influence of the internal gas pressure
on the shrinkage of nanobubbles under an external activation
is as shown in Figure 5b. Clearly, the internal gas pressure
can effectively slow down the shrinking velocity with
decreasing nanobubble size. Accordingly, the shrinkage of
nanocavities is a process involving competition among the
capillary force induced by the negative curvature, the local
hardening induced by the surface energy, and the internal
gas pressure.

Figure 6 shows the dependence on nanocavity size of
matrix nanocavity melting temperatures based on eq 3-30.
When d < 5 nm, the superheating temperature of nanocavities

µR ) µ� (3-25)

TR ) T� (3-26)

PR ) P� - 2γ
r

(3-27)

SmbdT ) Vd (2γ
r ) (3-28)

∆T
Tmb

)
4γ(d)Vs

dHmb
(3-29)

∆T )
4Vs[γ0(1 + 4h

d ) + Θ
d2]

dHmb
Tmb (3-30)

Figure 5. Nanocavity size shrinking kinetics: (a) the relationship
between nanocavity size and thermal activation time. Two dashed
lines mean the slopes of the curve representing different shrinking
velocity, and circles are the experimental data.40 (b) The relationship
among nanobubble size, the external activation time, and the internal
gas pressure.
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rapidly increases with decreasing size. However, when d >
5 nm, nanocavities show only weak superheating, and finally
the melting temperature of the nanocavities and the host
matrix becomes identical (∆T ) 0).

Interestingly, these theoretical results are quite consistent
with molecular dynamics simulations.119 Thus, we have a
complete picture of the melting of a nanocavity in a host
matrix as shown in Figure 7. In detail, a nanocavity in the
host matrix shrinks when an external thermal activation is
applied. The kinetics of shrinkage displays nonlinear char-
acter, and local hardening forms around the inner skin of
the nanocavity because of the size effect of the nanocavity
inner surface energy (Figure 6). Meanwhile, the shrinkage
of the nanocavity stops when its size is close to a critical
value below which the nanocavity is thermodynamically
stable, and its size does not change under thermal annealing.
First, when the temperature is raised to the matrix melting
point (T ) Tmb), the matrix melts, becoming liquid, but
nanocavities are still stiffening in the melting matrix because
of the superheating effect (Figure 7c). Then, when the
temperature is raised to the nanocavity melting temperature

(T ) Tnc), the nanocavities collapse, and the host matrix
finally becomes homogeneous.

The melting behavior of a nanocavity has different
characteristics than the melting behavior of a free nanocrys-
tal.120 Free nanocrystals have positive curvature, and their
melting temperatures are usually below that of the corre-
sponding bulk due to the size-dependent surface energy.26

However, nanocavities have negative curvature in the matrix
and exhibit superheating as discussed above. The size effect
of the inner surface energy of nanocavities induced by the
negative curvature seems to be the physical origin of the
unusual melting behaviors.

3.6. Sink Effect
3.6.1. Observations

It is generally known that metal contaminants such as
Au, Ag, and Cu in silicon-based micro/nanointegrated
circuits form the centers of deep levels that dramatically
depress the minority carrier lifetime thus reducing device
performance.88,132 Interestingly, it has been experimentally
confirmed that metallic impurity atoms sre efficiently
trapped near nanocavities in a silicon host matrix.117,133-138

Moreover, artificial cells with nanocavities can sequester
poisonous heavy elements such as heavy metal atoms in
the human body.96 The void volume and inner skin
associated with such nanocavities are the preferred trapping
centers for impurities.124,139,140 Thus, it is important to note
that gettering by nanostructures with negative curvature is
an important aspect for potential applications of micro/
nanodevices. For example, some impurities such as metallic
contamination need to be gettered in semiconductor devices.
Experimentally, many impurities in semiconductor devices,
including Fe, Co, Pd, Ag, and others, have been gettered by
nanocavity structures.132,135,141,142

However, this raises the question of why nanocavities in host
crystals can trap metallic impurity atoms. The answer to this
fundamental question is not clear so far.13 In general, the
physical properties of nanocavities are greatly different from
those of nanocrystals because of the negative curvature of
the inner surface of nanocavities.143 Thus, we propose in this
section that, for metallic impurity atoms, the sink effect of
nanocavities in a host crystal be based on the established
thermodynamic and kinetic approach.10 Our theoretical results
not only reveal the physical mechanism for the trapping of
metallic impurity atoms by nanocavities in a host crystal but
also result in theoretical predictions that are consistent with
experiments.

3.6.2. Nucleation Thermodynamics in Nanocavities

First of all, we constructed the schematic illustration of a
spherical nanocavity in the host matrix as shown in Figure
8. In the light of related experimental observations, the
metallic impurity atoms around the nanocavity can be
captured in the void during annealing,134 which implies that
metal atoms around nanocavities could enter into nanocavi-
ties and be absorbed on the inner surface of nanocavities. In
fact, this could be treated as a thermodynamic nucleation
process at the nanometer scale,63 i.e., metallic impurity atoms
nucleate on the inner surface of nanocavities. Generally, the
Gibbs free energy is an adaptable measure of the energy of
a state in the phase transformation among competing phases.
From the viewpoint of thermodynamic nucleation theory,144-148

Figure 6. Size dependence of the melting temperature of
nanocavities.

Figure 7. Schematic illustration of a complete size shrinking and
melting process of nanocavities in a matrix. (a) A nanocavity in
the host matrix starts to shrink (b) when it is annealed associated
with local stiffening around the inner skin. (c) Matrix melts first,
and then the skin stiffens. (d) Nanocavities vanish when the
temperature is raised further.
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the Gibbs free energy difference arising from the formation
of spherical clusters in the low-pressure gas phase is

where γ1(r), γ2(R′), and γ3(R′) are the size-dependent
nucleus-vapor energy, the inner surface energy of nano-
cavity-vapor, and the inner surface energy of nanocavity-
nucleus interface removal. R′ and r are the radii of the
nanocavity and nuclei, respectively. S1 and S2 are the contact
areasof the interfacesof thenucleus-vaporandnucleus-nano-
cavity, respectively. V is the volume of nucleus, and ∆g is
the Gibbs free energy difference per unit volume, which is

where Pe is the equilibrium vapor pressure of the nucleus
and Vs is the mole volume of the nucleus. Considering the
additional surface tension induced by the nanoscaled cur-
vatures of the nucleus and nanocavity during the growth
process and applying the Laplace-Young equation and
Kelvin equation,149 we can obtain ∆g as

where γ′ is the surface free energy of the nucleus with a
curvature of R′. Additionally, the surface free energy of the
inner surface of a nanocavity with negative curvature
evidently shows a size effect according to the above
considerations, as is shown in section 3.2.13 Applying this
and calculating the interface area and volume as shown in
Figure 8, we obtain

and

respectively, where  is given by

in which θ is the contact angle between the spherical cluster
and the inner wall of the nanocavity, as shown in Figure 8.
Thus, combining eq 3-33 and eqs 3-34, 3-35, and 3-36, we
can calculate the Gibbs free energy difference per unit
volume for the nucleus.

3.6.3. Diffusion Kinetics Considerations

On the other hand, the kinetic diffusion of metallic
impurity atoms in host crystals plays a key role in the process
of trapping by nanocavities. We first assume that there is a
trapping region created by the nucleation of metal atoms on
the inner surface of nanocavities, as shown in Figure 8. Thus,
kinetic diffusion is defined to be the random walk of metal
atoms from high concentration to low concentration in the
host crystals. According to Fick’s law, the diffusion of
impurity atoms using a spherical coordinate system can be
described as follows

where C refers to the concentration of impurities, t is the
diffusion time, L0 means the diffusion distance, and Diff

represents the diffusion coefficient. In order to solve the
equation above, we assume that the concentration of impurity
atoms at the inner skin of a nanocavity is zero, while the
concentration of impurity atoms at the edge of the trapping
region remains constant (c0) during the diffusion process.
Accordingly, one initial condition and one boundary condi-
tion are required

where a and R′ are the radii of the trapping region and the
nanocavity, respectively. The solution of eq 3-39 under these
conditions would be

Figure 8. Schematic illustration of a nanocavity in the matrix. d
is the diameter of the nanocavity (d ) 2R′). The dashed circle
denotes the radius of the trapping region. Some blue points mean
the impurity atoms in the matrix are trapped by the nanocavity.

∆G ) (γ3(R') - γ2(R'))S1 + γ1(r)S2 + ∆gV (3-31)
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Very recently, Ren et al. reported that Ag nanoclusters
form in nanocavities in silicon.122 Therefore, taking the Ag
nanoclusters grown in nanocavities in silicon as an example,
we treat the trapping behavior of nanocavities toward metallic
impurity atoms on the basis of the thermodynamic nucleation
and kinetic diffusion mentioned above. In terms of our recent
considerations,12 we calculated the surface free energies of
Ag nanocrystals and the inner surface energy of nanocavities
in silicon as shown in Figure 9. Clearly, the surface free
energy of Ag nanocrystals decreases with decreasing size,
while the surface free energy of the inner skin of nanocavities
in silicon shows the opposite behavior. Meanwhile, the
dependence of the Gibbs free energy of nucleation of metal
atoms on the size of nanocavities in silicon based on eq 3-31
is shown in Figure 10. Note that the ratio of P/Pe of Ag
evaporation is evaluated from the experimental results based
on the Kelvin equation.25 Surprisingly, the Gibbs free energy
of nucleation of metal atoms on the inner surface of

nanocavities is negative. This result indicates that the growth
of metallic impurity atoms on the inner skin of nanocavities
is energetically preferred compared with the same nucleation
on the inner surface of nanocavities without consideration
of the size-dependent surface energy of the inner skin induced
by the negative curvature shown in the inset of Figure 10.
In fact, the negative Gibbs free energy of nucleation implies
that the contact epitaxy or the inner skin epitaxy of metallic
impurity atoms will take place on the inner surface of
nanocavities. Therefore, the contact epitaxy of impurity
atoms on the inner skin would lead to a trapping effect of
nanocavities on the metal atoms around nanocavities. The
physical origin of the trapping behavior is that the size-
dependent surface energy of the inner surface of nanocavities
induced by the large amount of unsaturated chemical bonds
at the inner skin can giVe gettering capability to the impurity
atoms around nanocavities. Therefore, the nucleation of metal
atoms on the inner surface of nanocavities would thermo-
dynamically induce the metal atoms around nanocavities to
enter into nanocavities.

Figure 11 shows the relationship between the concentration
of impurities and the diffusion distance during the diffusion
process based on eq 3-41. Evidently, the concentration of
impurities decreases as the diffusion distance decreases in
the trapping region. This result implies that there is a
concentration gradation toward nanocavities of the impurity
diffusion flux in the trapping region. In other words, the
nanocavities in host crystals act as a sink, and atoms
spontaneously flow into nanocavities during annealing, as
is shown by experiments.122,135-138

On the other hand, diffusion in nanostructures with
negative curvature may be important in technological ap-
plications such as chemical catalysis. Recently, an interesting
experiment addressing the striking enhancement of the
catalytic activity for the conversion of CO and H2 to ethanol
by Rh particles confined inside nanotubes was described, and
the functions of the densified charge and the very different
atomic energy states in the outer and inner surface were
accounted for.150 Indeed, the matter of diffusion and gettering
in nanocavities and nanotubes is an interesting topic that will
be investigated more deeply in the future.

3.7. Summary
We have addressed in this section the inner surface energy

of nanocavities in a host matrix and its effects in yielding
anomalous mechanical properties, nonlinear shrinkage be-
haviors, superheating, and the sink effect from the perspective
of nanometer-scale thermodynamics, kinetics, and continuum

Figure 9. Size-dependent surface free energies of a spherical Ag
nanocrystal and a nanocavity in Si at 873 K.

Figure 10. Schematic illustrations of an Ag nucleus on the inner
surface of a nanocavity in silicon (a), in which R′ and r are the
radii of the nanocavity and the nucleation, respectively, and θ is
the contact angle. The nucleation Gibbs free energy of Ag on the
inner surface of a nanocavity with 10 nm (b), and the inset shows
the nucleation Gibbs free energy of impurity atoms in a nanocavity
without considerations of the nanosized effect of surface free energy
of the inner surface.

Figure 11. Relationship between concentration of the impurities
removed and the diffusion distance in the trapping region.
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mechanics. On the basis of the theoretical predictions above,
nonlinear shrinkage behavior and extreme superheating of
nanocavities under external thermal activation will take place,
and this is confidently expected to be experimentally
confirmed. More interestingly, metal impurities could be
trapped by nanocavities. Thus, we conclude that introducing
a quantity of nanocavities into a host matrix would be an
effective way to enhance nanodevice performance. In the
following sections, we will apply inner surface energy
considerations to other nanostructures with negative curva-
ture, such as nanotubes, nanopores, and shell-core nano-
particles, with an aim toward the predictable design and
controllable growth of special nanostructures with program-
mable functions.

4. Surface Energy of Nanotubes

4.1. Background
As a fundamental building block for nanoelectronic and

nano- and micro-optic devices, one-dimensional nanostruc-
tures such as wires and tubes have become the focus area in
mesoscopic physics, chemistry, and materials science. They
not only provide good systems for the investigation of
electrical, magnetic, optical, and thermal transport properties
due to one-dimensional confinement but also are expected
to play a dominant role as both connectors and functional
units in promising applications of nanoscale devices.151-153

Experimentally, many methods have been employed both
to synthesize one-dimensional nanostructures and to char-
acterize their related properties.154 There have been attempts
to study the mechanical, thermal, and electrical properties
using nanothermodynamics,155 semiempirical methods,156

molecular dynamic simulation,157 ab initio calculations,158

etc. Compared to nanowires, nanotubes have unique proper-
ties and applications. For instance, nanotubes could be
regarded as a template to fabricate nanowires or could be
filled with various materials. Sun et al. showed that nanotubes
can be used as robust nanoscale jigs for extruding and
deforming hard nanomaterials.159 Wang and Yang studied
the thermodynamics of the formation of diamond nanowires
inside nanotubes.10 Remarkably, the mechanical properties
such as Young’s modulus of carbon nanotubes have been
reported in a number of theoretical160-165 as well as
experimental42,166,167 studies. For instance, Cai and co-workers
reported that, according to anisotropic continuum theory and
finite-element numerical calculations, the Young’s modulus
decreases significantly as the nanotube diameter is in-
creased.164 Hsieh and co-workers studied the Young’s
modulus of single-walled carbon nanotubes and found by
molecular dynamics simulations165 and other methods that
it is independent of the tube length but decreases with
increasing tube radius. The above theoretical results reveal
that the Young’s moduli of single-walled carbon nanotubes
do have an evident size effect, which is consistent with the
corresponding experiments.165 However, Lu indicated that
the Young’s modulus of carbon nanotubes is completely
insensitive to the tube’s size.162 Hernández et al. predicted
that there is a weak dependence of Young’s modulus on the
tube’s size by considering the size-dependent elastic strain
energy.163 In fact, Lu employed an empirical pair potential
in his calculations and did not take the curvature-related
bonding properties of nanotubes into account.162 Additionally,
Chang and Gao168 and Shen and Li169 have systemically
studied the elastic modulus of a single-walled carbon

nanotube. However, there are not any analytical theoretical
tools for the prediction of mechanical properties such as the
Young’s modulus of nanotubes with a definite wall thickness.

On the other hand, owing to the large ratio of surface-to-
volume of nanomaterials, their properties are different from
those of the bulk.120,100,121 Thus, the surface and interface
play a significant role in the nature of one-dimensional
nanomaterials. Physically, the excess energy associated with
surface atoms will significantly influence mechanical behav-
ior in nanostructures.101 The mechanical behavior of nano-
tubes is affected not only by elastic strain energy but also
by size-dependent atomic bonding energy, which is reflected
in the surface free energy. Very recently, Dingreville et al.
established for nanoparticles, nanowires, and nanofilms a
relationship based on continuum medium mechanics between
the surface energy and the mechanical behavior of such
nanomaterials.101 They reported that the effect of surface
energy on the mechanical properties of a nanomaterial would
be larger than that of the bulk when the characteristic sizes
are below 10 nm. Importantly, the surface energy of a
nanomaterial has an evident size effect.12,13 However until
now the literature has shed no light on the surface energy of
a nanotube, i.e., an inner skin and an outer surface.100

In this section, we propose an analytical thermodynamic
and continuum medium mechanics approach to elucidate the
surface energies of the two surfaces of a nanotube. Impor-
tantly, we find the anomalous Young’s modulus of a
nanotube as induced by size-dependent surface free energy.

4.2. Thermodynamic Analytic Expression of Inner
and Outer Surface Energies

The thermodynamic model of the surface energies of the
inner and the outer surfaces of a nanotube is established as
follows. On the basis of thermodynamic considerations at
the nanometer scale,100 the surface energy of a nanotube is
split into the structural part and the chemical part as is shown
in eq 3-1. Considering the particular situation of a nanotube
with inner and outer surfaces of different curvatures, we can
write the size-dependent surface energies of the inner and
outer surfaces as

Generally, since the outermost atomic layer is the primary
contributor to the surface energy,62 the surface unit cell is
suggested to have four atoms from which to calculate the
surface strain energy for a nanocrystal.170 The schematic
illustration of a nanotube with inner diameter d, outer
diameter D, and infinite length is shown in Figure 12 a. For
the sake of simplification, only one single atomic layer with
the surface phase is considered in our case, which is shown
as a shell/core/shell structure in Figure 12b. Considering a
nanotube with a cubic lattice structure, we take a surface
unit cell with four atoms whose coordinates can be showed
as (1) (xi, yj); (2) (xi+1, yj); (3) (xi, yj+1); and (4) (xi+1, yj+1)
in Figure 12 c. The elastic strain energy in the surface cell
can be written as Us

(i,j) ) Us
1-2 + Us

1-3 + Us
1-4 + Us

2-3, in
which US

(i,j) represents the deformation energy between atoms
i and j due to stretching of the spring. Assuming the surface
layer atoms are in relaxation and reconstruction conditions,
the atomic positions of 2, 3, and 4 are moved to 2*, 3*, and

γinner ) γinner
stru (d) + γinner

chem(d) (4-1)

γouter ) γouter
stru (D) + γouter

chem(D) (4-2)
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and 4*, respectively, for lattice relaxation. Therefore, the total
elastic strain energy in a surface unit cell becomes

where ω, as, εi
s (i ) x,y), and Kj(j ) 1, 2) are the lattice

relaxation parameter, the lattice constant of the surface unit
cell, the surface atom strain, and the spring coefficients. Thus,
the surface strain energy per unit area (S0) is deduced as

Note that the surface strain (εR�
s (R, � ) 1, 2)) of a sphere

is equal to the bulk strain (εij (i, j ) 1, 3)) under the condition
of isotropy by coordinate transformation. Similarly, a nano-
tube has isotropy, i.e., εx ) εx

s, εy ) εy
s, and εxy ) 0.

Noticeably, the axial strain is different from the radial strain
(the y coordinate is the axial direction.). Assuming the axial
direction of the nanotube is the {100} plane of the cubic

crystal, εy ) ϑεx ) [(2C11)/(C11 - 2C12)]εx, in which ϑ is
the ratio constant and C11 and C12 are the elastic constants.
The strain in the radial direction is similar to the spherical
case based on the liquid drop model,113,114 i.e., εx ) -[(2k)/
(3d)]�(d0hSmbHmb)/(kVsR), in which k, h, and d0 denote the
compressibility of bulk crystals, the atomic diameter, and
the critical diameter in 3h of nanotube.

On the other hand, the chemical contribution γchem of the
nanotube inner and outer surfaces is similar to those of the
nanocavity and nanocrystal. Physically, the chemical part of
surface free energy (γ0

chem) can be given by γ0
chem ) (1 -

�zs/zb)Eb, where zs, zb, and Eb are the surface and bulk
coordinationnumberandthecohesiveenergy,respectively.171,172

Remarkably, the atomic cohesive energy has an evident size
effect, as is confirmed by related experiments and theoretical
calculations.50,173-175 Kim et al. found by measuring the
oxidation enthalpy of nanocrystals that the atomic cohesive
energy of Mo and W are dependent on size.173 Sun also
suggested based on the BOLS correlation mechanism that
the Eb increases with decreasing size.174 In addition, Jiang
et al. proposed size dependence of the cohesive energy for
nanocrystals.175 Overall, due to the large ratio of surface-
to-volume for nanostructures, the energetic state of atoms
at the surface or interface is very different from the
counterpart trunk. Therefore, the chemical contributions of
surface energies of inner and outer surfaces of nanotube can
be deduced to be

where γ0
chem is the value in the plane surface with 0 curvature.

4.3. Novel Mechanical Behaviors Induced by
Surface Energy

Mechanically, there are three stiffness parameters that need
to be addressed in a deformation analysis of the equivalent
beam on the basis of structural mechanics.176,177 In detail,
these three stiffness parameters are expressed as the flexural
rigidity EI, the tensile resistance EA, and the tensional
stiffness G′J, where E, G′, A, and J denote the Young’s
modulus, shear modulus, cross-sectional area, and polar
inertia of the beam. However, due to the high surface-to-
volume ratio of nanotubes, the flexural deformation at the
surfaces will sustain the largest stresses and strains under
the condition of vibrational cases. As a result, the surface
elasticity plays a more important role in the effective stiffness
than an axial deformation does. As the significant quantity
relevant to the inner and outer surface state, the flexural
rigidity EI is an appropriate quantity to characterize the axial
mechanical properties of a nanotube based on the above
considerations. Very recently, Chen et al. defined the product
EI as the effective flexural rigidity parameter governing the
axial deformation of ZnO nanowires, with E being the
effective Young’s modulus in the axial direction and I being
the moment of inertia.154 Also, for the spherical nanocrystal
case, the effective flexural rigidity along the diameter can
be expressed as EI ) E0I0 + EsIs, where the subscripts 0
and s denote the core and the shell, respectively. Thus, the

Figure 12. Schematic illustration of nanotube (a) and the
shell-core structural model (b). The surface unit cell of a nanotube
is shown in (c). h is the diameter of an atom, d and D are the inner
and outer diameters of a nanotube, respectively.

Us(i, j) ) 1
2

(ωas)2{K1(εx
s2
+ εy

s2
) +

K2[(εx
s + εy

s)2 + 4εxy
s 2]} (4-3)

γstru )
Ui,j

S0
) 1

2
{K1(εx

s2
+ εy

s2
) + K2[(εx

s + εy
s)2 + 4εxy

s 2]}

(4-4)

γinner
chem(d) ) γ0

chem(1 + 4h
d ) (4-5)

γouter
chem(D) )

γ0
chem (1 - 1

D/D0 - 1) exp(- 2Smb

3R
1

D/D0 - 1) (4-6)
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effective Young’s modulus in the axial direction can be
given by (E/E0) ) [1 - (2h/D)]5 + (Es/E0)(5/3)[(6h/D) -
(12h2/D2) + (8h3/D3)].121

Similarly, the size-dependent elastic properties of nano-
tubes can be expressed in terms of the shell/core/shell
structure shown in Figure 12b. Therefore, neglecting the
shear modulus, the effective flexural rigidity in the axial
direction of nanotubes can be defined as

where E0, Es
in, and Es

out denote the Young’s modulus of the
nanotube in the core and the inner and outer shells,
respectively. I0, Iin, and Iout are the moments of inertia again
in the core and the inner and outer shells, respectively.
Substituting I0, Iin, and Iout into eq 4-7, we can obtain

In addition, the surface Young’s modulus (Es) in the inner
and outer shells can be deduced based on the recent BOLS
considerations to be178

where m is a characterization parameter of the bond nature.
For compounds and alloys m ) 4, and for a metal m ) 1.
Therefore, (Es)/(E0) ) 3 - 2(as)/(a0) for metals and
semiconductors. The surface lattice constant (as) in the axial
direction for a nanotube is different from that for the bulk.
The nanotube will be in the self-equilibrium state, and as

takes the form

with

where �′ is the orientation-dependent constant for the
nanotube. According to the above analysis, the relationship
between the Young’s modulus and the surface energy can
be obtained as

Therefore, we can obtain the effective Young’s modulus
of a nanotube as

On the basis of the model established above, we calculate
the surface energy and the effective Young’s modulus in the
axial direction of a copper nanotube. The variations of the
surface energy of a nanotube are plotted in Figure 13.
Clearly, the surface energy of the inner surface of a nanotube
increases and the surface energy of the outer surface
decreases with decreasing diameter of the nanotube. How-
ever, when D > 10 nm, the surface energies of both the inner
and outer surface go smoothly to that of the bulk. These
results show that the size of 5 nm seems to be a threshold
value to the size-dependence of copper nanotubes.

Note that, on the inner surface of a nanotube, both the
density of the elastic strain energy of lattice relaxation and
the density of dangling bonds become large with decreasing
diameter. Additionally, on the outer surface of a nanotube,
the total contribution of the structural and chemical parts
leads to a decrease of the surface energy with decreasing
size. Importantly, the surface energy is dependent on the
surface lattice structure through the variation of the coordina-
tion number of atoms for a specific atomic site. For example,
in the case of carbon nanotube walls, we could select the
hexagonal unit cell to calculate the surface elastic energy
(γstru) and surface chemical energy (γchem), and from those
the relevant properties could be evaluated.

Figure 14 shows the relationship between the ratio of the
effective Young’s modulus of a nanotube and the bulk
according to eq 4-12 at a constant thickness of 1 and 2 nm,
respectively. The value of E/E0 smoothly increases with
decreasing diameter of the nanotube. Interestingly, the
effective Young’s modulus of a nanotube with small thick-
ness is larger than that of a nanotube with large thickness.
When D f ∞, the ratio (E/E0) goes to 1, which means the
effective Young’s modulus of a nanotube will be equal to
that of the bulk. Interestingly, the above results agree well
with the molecular dynamics simulations by Hsieh et al.160

Furthermore, we can obtain the effective Young’s modulus
of nanotubes with constant outer diameters of 5, 10, and 20
nm and various inner sizes as shown in Figure 15. The variant
trend in the small nanotube becomes much larger than that
of the large one. Additionally, the thinner the nanotube is,
the larger is the effective Young’s modulus. Tu et al.,44 using
the local density approximation model, investigated single-
walled carbon nanotubes and multiwalled carbon nanotubes
as elastic tubes with the effective Young’s modulus depend-
ent on the number of layers. They reported a Young’s
modulus of E ) 4.7 TPa if the number of atomic layers N
) 1, which corresponds to a single-walled carbon nanotube,
and E ) 1.04 TPa if N . 1, which is just the Young’s
modulus of bulk graphite. The intrinsic bulk modulus [K]
for nanowires with γ ) 1.24, 1.4, and 2.0 J/m2 can be read
at each particle size from Figure 4 as the vertical coordinate

EI ) E0I0 + Es
inIin + Es

outIout (4-7)

E )

E0[1 + 24h2(D2 - d2) - 8h(D3 + d3) - 32h3(D + d)

D4 - d4
+

Es
in

E0

(16h4 + 24d2h2 + 8d3h + 32dh3)

D4 - d4
+

Es
out

E0

(-16h4 - 24D2h2 + 8D3h + 32Dh3)

D4 - d4 ] (4-8)

∆E/E0 ) (Es - E0)/E0 ) (as/a0)
-m - 3as/a0 + 2

(4-9)

as ) a0(1 - 4γ
d

�′) (4-10)

�′ )
C11

(C11 + 2C12)(C11 - C12)

Es

E0
) 3 - 2(1 - 4γ

d
�′) (4-11)

E )

E0[1 + 24h2(D2 - d2) - 8h(D3 + d3) - 32h3(D + d)

D4 - d4
+

(16h4 + 24d2h2 + 8d3h + 32dh3)

D4 - d4 (3 -

2(1 - 4γinner(d)
d

�′)) +

(-16h4 - 24D2h2 + 8D3h + 32Dh3)

D4 - d4
×

(3 - 2(1 - 4γouter(D)
D

�′))] (4-12)
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for that particle size of the corresponding curve, A, B, or C,
respectively. Thus, the Young’s modulus of nanowires
increases with decreasing nanowire diameter. Experimentally,
Chen et al.154 reported that the size-dependent Young’s
modulus in the [0001] orientation of ZnO nanowires
increases significantly with decreasing diameter. Therefore,
our theoretical results definitely show that, for the same
material, the effective Young’s modulus of a nanotube is
higher than that of a nanowire of the same size, and the
effective Young’s modulus of both a nanotube and a
nanowire are higher than that of the bulk material. The
physical origin of this effect is the size-dependent surface
energy of nanostructures.

4.4. Mechanical Properties of Nanoporous
Structural Materials

Nanoporous structures have become the focus of intensive
research in recent years due to their unique applications in
mesoscopic physics and chemistry, and their potential
applications in technologies including sensing, catalysis, and
DNA translocation. They may also serve as templates for
nanostructure self-assembly.179-184 Meanwhile, the study of
nanoporous materials such as nanopores, nanocavities, and
nanochannel-arrays can afford a deep understanding of the
new scientific results for such useful systems with negative
surface curvature. Because the number of atoms near the
inner surface in nanoporous structures is very large compared
to the total number of atoms, surface effects can dominate

the physical and chemical properties. It is well-known that
many physical properties of nanomaterials and nanostruc-
tures, including melting temperature, surface free energy,
elastic modulus, and cohesive energy, show strong size
effects. The nanoporous materials with large internal surface
area have, compared with other nanomaterials, been exten-
sively employed as good host materials in nanotechnology.185

For example, nanopores and nanocavities show a novel sink
effect in capturing other molecules, and the effect can be
controlled by tuning the pore size and porosity.180

Since the reduced coordination of atoms of nanoporous
structures can lead to the redistribution of electronic charge
and change the cohesive energy of single atoms in a matrix,
their mechanical responses differ from those of atoms in the
bulk counterpart. Additionally, the mechanical applications
of nanoporous structures are currently an important subject
of much research. Thus, numerous expressions concerning
the porosity-dependence of the isotropic elastic modulus have
been developed using effective medium theory.186,187 The
effective elastic modulus is suitable for describing the
mechanical properties of nanoporous structures. In general,
the effective elastic modulus of a porous material is expressed
in terms of the elastic moduli of the matrix and the porous
inclusion in the material.188 However, the surface elasticity
of nanostructures is different from the bulk, which is
generalized by the Young-Laplace equation based on the
mechanical equilibrium principle.189 Dual et al. have pointed
out that the stiffness of nanoporous materials may be made
to exceed that of the nonporous counterpart bulk by satisfying
certain surface modifications.190 In fact, nanoporous structures
are similar to nanocavities in having negative curvature of
their inner surface in the matrix. The large inner surface
energy can lead to the effective elastic modulus of the
negative curvature surface being larger than that of the plane
case.40 Importantly, the inner skin of nanocavities will
undergo local hardening by local bond stiffening around
nanocavities when the void size becomes small.13,40 However,
there are not any quantitative theories to predict the me-
chanical responses of nanoporous structures when the
cylindrical pore size is in the range of several nanometers.180

In this section, we propose a theory that quantifies the
stiffening of nanoporous structures and shows that the
effective bulk elastic modulus of nanoporous structures is
determined by the cylindrical pore size and porosity.

A model constructed for nanoporous structures is shown
in Figure 16. In fact, the physical properties of the inner

Figure 13. Dependence of surface energy of nanotube on the
diameter. The curve (A) is in the inner surface, while the curve
(B) is in the outer surface. The elastic parameters are C11 ) 167.38
GPa and C12 ) 124.11 GPa.101

Figure 14. Relationship between the ratio of E/E0 and the diameter
of nanotube. The thickness of nanotube is assumed at 1 nm in (A)
and 2 nm in (B).

Figure 15. Dependence of Young’s modulus of nanotube on D:
D ) 5 nm in (A), D ) 10 nm in (B), and D ) 20 nm in (C). The
blue dots with I, II, and III denote the corresponding value of
nanowires.
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surface of nanopores are the same as those for nanotubes.
Meanwhile, the inner skin of nanopores differs from the bulk
counterpart because of the negative curvature. Thermody-
namically, the inner surface free energy originates from the
atomic bonding energy and the elastic strain energy of the
inner surface of nanoporous structures.191

With decreasing size of the nanoporous structures, their
negative curvature induces a steady increase of the density
of the atomic bonds. Similarly, the density of the elastic strain
energy increases as the cylindrical pore size decreases. Thus,
in terms of our previous considerations,170 the inner surface
free energy (γ) of a cylindrical pore in nanoporous structures
can be written as γ ) γstru + γchem, where γstru is the structural
contribution induced by the elastic strain energy of the inner
surface atoms, while γchem arises from the cohesive energy
of the surface atoms based on the broken bond rule, which
is deduced as γ(d) ) γ0(1 + 4h/d) + Rjε2, where γ0 and d
are the value in the plane surface with zero curvature and
the diameter of a cylindrical nanopore in the matrix,
respectively, as is shown in Figure 12. ε is the lattice strain
of the inner skin. The relaxation and reconstruction of the
inner skin atoms of nanoporous structures can cause the inner
shell to be more stiffened than before. Generally, a bond
broken at the inner surface of a nanoporous structure will
cause the remaining bonds of the undercoordinated atoms
to contract spontaneously. Meanwhile, the bond strength is
stronger than that in bulk. Thus, the surface Young’s modulus
(Enp

s ) in the inner shell can be calculated based on eqs 2-4-2-
9, i.e., ∆E/E0 )(Enp

s - E0)/E0 ) (as/a0)-m - 3as/a0 + 2,57

where E0 is the Young’s modulus in bulk. The surface atomic
strain in the self-equilibrium state can be derived as ∂Utot/
V0∂ε|ε)ε̂ ) 0, where Utot denotes the total strain energy in
unit volume (V0) of nanoporous structures. Assuming the
isotropic state in our case, the relationship between the
surface lattice constant and the surface free energy in
nanoporous structures in the self-equilibrium state can be
deduced to be

Therefore, the inner surface Young’s modulus can be
expressed as the size function

Assuming that the matrix and the inner surface of the
cylindrical pores are both isotropic,192 the Lamé elastic
parameters at the surface can be calculated as

where t′ is the thickness of the surface layer in the
nanoporous structure. ν is the Poisson’s ratio. Furthermore,
the surface constitutive equation can be written based on
Hooke’s law:

where σ is the surface stress tensor. 1 is the second-order
unit tensor in the two-dimensional space. λs and µs are the
surface elastic constants for the isotropic surface. According
to the generalized self-consistent method (GSAM),190,193 we
employ the nonvanishing strain components with a cylindri-
cal coordinate system. The transverse bulk elastic modulus
ke can be determined from the boundary conditions and the
displacement solutions, which are expressed as ur

0 ) εm
0 r, uφ

0

) 0, uz
0 ) 0, ur

i ) air + (bi)/(r), uz
i ) 0, and uφ

i ) 0, where
r is the radius of nanopore, and i (i ) m, e) denotes the
matrix and the effective medium, respectively. It is found
that the ke for nanoporous structures is given by

where k, µm, and por are the bulk elastic modulus, the shear
modulus, and the porosity of nanoporous structures, respec-
tively. Combining eqs 4-15, 4-16, and 4-18, we can obtain
the porosity- and size-dependent effective bulk elastic
modulus of nanoporous structures.

On the basis of the established model mentioned above,
we calculate the inner surface free energy, the surface
Young’s modulus, and the effective bulk elastic modulus of
Au nanoporous structures. Clearly, the inner surface free
energy of Au nanoporous structures becomes large with
decreasing diameter, as is shown in Figure 17a. Interestingly,
when d > 5 nm, the surface free energy of the inner surface
goes smoothly to that of the bulk. Physically, this is attributed
to the density of the lattice relaxation of elastic strain energy
and the density of dangling atomic bonds both becoming
large with the decreasing pore size. In addition, the variations
of Enp

s for Au nanoporous structures are plotted in Figure
17b. It can be seen that the inner surface Young’s modulus
of Au nanopores increases with decreasing pore diameter.
Similarly, when d > 5 nm, Enp

s goes smoothly to that of the
bulk. Thus, 5 nm seems to be a threshold value for the size
dependence of Au nanopores. Indeed, the state of under-
coordinated atoms in the inner skin in nanoporous structures
would be different from that in the bulk, which is similar to
the case for nanowires.154 The surface layers of nanowires
can be approached as a composite wire with a shell-core
structure that is composed of a cylinder core in bulk and a
shell in surface layer coaxial with the core. Thus, the surface
Young’s modulus would be higher than that of the core bulk.
In our case, nanoporous structures can be treated as an inner
shell-outer core structure.

Figure 16. Schematic illustration of nanoporous structures. d is
the diameter of a cylindrical pore. t′ is the thickness of the inner
surface. The inset is an arbitrary cylindrical nanopore in nanoporous
structure.

as ) a0(1 - 4γ(d)
d

�′) (4-13)

Enp
s ) E0(3 - 2(1 - 4γ(d)

d
�′)) (4-14)

λs ) E0(3 - 2(1 - 4γ(d)
d

�′)) ν t'
(1 - ν)(1 - 2ν)

(4-15)

µs ) E0(3 - 2(1 - 4γ(d)
d

�′)) t'
2(1 + ν)

(4-16)

σ ) λs(trεs)1 + 2µsε
s (4-17)

ke

k
)

(1 - 2ν)[2(1 - por) + (1 + por - 2porν)((2λs + 4µs)/(dµm))]

2(1 + por - 2ν) + (1 - por)(1 - 2ν)((2λs + 4µs)/(dµm))

(4-18)

4238 Chemical Reviews, 2009, Vol. 109, No. 9 Ouyang et al.



According to eq 4-18, the relationship among the cylindri-
cal pore size, the porosity, and the ratio of the effective bulk
elastic modulus of nanoporous structures and bulk at the
constant porosity of 0.1, 0.2, and 0.3 is shown in Figure 3,
respectively. Clearly, the value of ke/k increases smoothly
with decreasing diameter of the nanoporous structures. The
effective bulk elastic modulus of nanoporous structures with
small cylindrical pore size is larger than that of nanoporous
structures with large cylindrical pore size. Very recently,
Mathur et al.37 reported experiments showing that the
effective Young’s modulus of Au nanoporous leaf shows a
strong size effect, i.e., the modulus increases with decreasing
ligament size in the range of 3-40 nm. Thus, our theoretical
predictions do depict the trend of mechanical responses.
When p f 1, the ratio (ke/k) goes to 0. Furthermore, at
constant cylindrical pore sizes of 1, 2, 5, and 8 nm, we can
obtain the effective bulk elastic modulus of Au nanoporous
structures with various porosities, as is shown in Figure 18.
The variant trend in the Au nanoporous structures with a
small pore size becomes higher than that of one with a large
pore size. Surprisingly, the bulk elastic modulus of nanopo-
rous structures with cylindrical pore size of less than 2 nm
exhibits the stiffening effect shown in Figure 19. In other
words, the effective bulk elastic modulus of nanoporous
structures with a pore size of less than 2 nm is larger than
that of the bulk counterpart. These theoretical results are
consistent with the recent predictions.190

It is interesting to note that a certain number of defects
such as atomic vacancies or point defects could enhance the
mechanical strength of solid specimens.194 Wu et al.195

demonstrated that the hollow polymer nanofibers show the
large axial stiffening effect and found that the fiber diameter

has an evident effect on the mechanical response of nanofi-
bers. Similarly, the hardness of FeAlN and WAlC is directly
correlated with the concentration of nitrogen and carbon
vacancies.196,197 In particular, Biener et al.36 demonstrated
that the enhancement of the hardness of metal foams can
reduce the length scale of ligaments and pores. Moreover,
nanoporous Au has a strength some 10 times higher than
that of micrometer-sized porous structures.198 Accordingly,
the mechanical strength of solid specimens could be en-
hanced by the introduction of atomic vacancies, nanocavities,
or nanopores. Importantly, the experimental results above
are quite consistent with the theoretical predictions in this
study.

In fact, the surface energy of nanoporous structures plays
a significant role in their mechanical properties. The elastic
responses of materials, a fundamental physical property, can
be understood and predicted from the size effect in the
mechanical properties of nanomaterials. Generally, for na-
nomaterials such as nanoparticles, nanowires, and nanofilms,
the effect of surface energy on the mechanical responses are
possibly enhanced when the characteristic sizes are below
10 nm.101 Combining eqs 4-14, 4-15, and 4-16, we can
anticipate that local stiffening will take place around the
cylindrical pore skin because of the size-dependent surface
energy of the inner skin. In other words, the inner surface
energy of nanoporous structures increases monotonically as
the diameter of the pore decreases down to around 2 nm. In
contrast, the stiffening of nanoporous structures is smaller
than that of nonporous materials when the size and porosity
are beyond the critical size.

Actually, other causes may also induce the stiffening effect
in nanoporous structures. Parida et al.199 reported a macro-
scopic reduction by up to 30% in the volume of Au
nanoporous leaf during dealloying. A large number of
dislocations and defects appear during the Au nanoporous
leaf formation. According to the effective medium theory,
the effective elastic modulus would become large, because
of the rapidly increasing relative density.

4.5. Summary
It is understood that the difference between the energy

state in the inner skin and outer surface of nanotubes
determines the physical properties. Also, for nanoporous
structures, the effective bulk elastic modulus is higher for
nanoporous structures with pore size less than 2 nm than
for the nonporous materials. Note that the porosity and the
size of the cylindrical pores plays the most significant role
in the stiffening of nanoporous structures. Importantly, the
approach developed is in good accord with existing models
based on the semiempirical method and ab initio calculations.
A combination of these models should provide deeper insight
into the physical and chemical origins and the general trends
of the mechanical behavior of nanostructures with negative
curvature. Additionally, consistency between theoretical
predictions and experimental measurements on the mechan-
ical properties of the nanotubes and nanopores considered
gives evidence for the validity of the current approach. Thus,
we expect the established models to be generally applicable
to the mechanical responses of nanomaterials with structures
having negative curvature.

Figure 17. Size-dependent inner surface free energy (a) and surface
Young’s modulus (b) of Au nanoporous structures.
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5. Surface Energy of Shell-Core Nanostructures

5.1. Observations
Recently, shell-core bimetallic nanostructures have at-

tracted great interest because of their outstanding physical
and chemical natures, such as the controllable growth of
quantum dots and the fabrication of nanoscaled devices.25,200,201

In the past several decades, many methods have been
developed to create shell-core bimetallic nanostructures.
However, the enormous ratio of the surface area to mass of
these shell-core nanostructures creates additional excess free
energy comparable to that of the lattice energy of the bulk
material, which leads to instability of the interface or
surface.202 Most strikingly, in shell-core bimetallic nano-
particles, interfacial alloying induced by the size-dependent
interface free energy and heat of alloy formation can
occur.28,30-32,112 It should be noted that the spontaneous
interfacial alloying in shell-core nanoparticles at ambient
room temperature definitely differs from the alloying by the
solid-state reaction at moderate annealing temperatures
(∼500 °C) reported by Schwarz and Johnson in 1983.203 The
solid-state reaction is achieved thermodynamically by thermal
activation at a moderate temperature. In other words, the
thermal annealing drives the interfacial reaction between
metallic layers. However, Meisei’s experiments clearly
indicate that the size effect from shell-core nanoparticles
seems to be responsible for the spontaneous interfacial
alloying.28 Since the spontaneous alloying takes place at
ambient temperature without any external thermal activation,
the thermodynamic driving force causing the interfacial
alloying must result from the nanometer-sized confinement
in shell-core structures. Therefore, the alloying by the solid-
state reaction is actually driven by external thermal activation
and is not really spontaneous. Additionally, Lin and co-
workers developed a thermodynamic model to elucidate the
alloying in immiscible binary metallic multilayers upon the
solid-state reaction by thermal activation at a moderate
temperature.204,205 However, the mechanism for the spontane-
ous interfacial alloying of shell-core bimetallic nanostruc-
tures is currently still not clear. There is especially much
less theoretical understanding of the basic physical and
chemical factors. For instance, what is the mechanism of
the size-dependent rate of alloying for the interfacial alloying
occurring in Au-Ag nanoparticles? Why does the alloying
stop beyond the buried interface rather than proceed to a
completely random alloy?28 In this section, in order to pursue
these issues, we have derived the theoretical size-dependent
thermodynamics and size-dependent kinetics for spontaneous
interfacial alloying in shell-core nanoparticles. In the
thermodynamic approach, we study only the driving force
causing the interfacial alloying by developing a size-
dependent model of the mixing enthalpy and interfacial
energy of a bimetallic shell-core structure. In the kinetic
approach, we explain the unusual interfacial diffusion
behavior on the basis of the proposed size-dependent kinetic
diffusion model. In both approaches, we assume on the basis
of Nanda’s experiments that the nanoparticles are spherical
and isotropic.25 However, at the atomic scale, Baletto and
Ferrando reported that the structure of nanoclusters could
change with size and be anisotropic and of polyhedral
shape.206 Further, the different sizes and structures of
nanoclusters can engender internal strain.207,208 However,
Hudgins et al. considered clusters as quasispherical for the

number of atoms greater than about 25, even if they do not
form crystalline structures at these sizes.209

According to thermodynamics, layered structures are found
in a number of applications ranging from magnetic to
structural, and the stability of the interface is often critical
to the performance of these materials since the interface must
resist coarsening and breakdown, such as interfacial alloying,
which is driven thermodynamically by the free energy of
interfaces.204 Therefore, understanding the thermodynamic
driving force for interface degradation in layered structures
is of major technological importance. In fact, a shell-core
particle is a bilayered structure. For miscible systems, the
thermodynamic driving forces causing the interfacial alloying
in layered structures include the negative mixing enthalpy
and the interface free energy. Further, when the thickness
of the interfacial alloying in the bimetallic bilayer is limited
to several nanometers, the thermodynamic driving force is
mainly from the negative mixing enthalpy and interface
energy of the system.205,210 Therefore, we address the
interfacial alloying in bimetallic miscible shell-core layered
structures. A schematic illustration of a general shell-core
nanoparticle with binary metallic components A and B is
shown in Figure 20, in which we define the structure for the
core A and the shell B and the interfacial alloying layer with
thickness L nm. In the following section, we deduce from
theory the analytic expression for the size-dependent ther-
modynamic driving force, which causes interfacial alloying
in a shell-core structure.

Figure 18. Dependence of the effective bulk elastic modulus of
Au nanoporous structures on the diameter and the porosity.

Figure 19. Relationship among the effective bulk elastic modulus
and the porosity and the diameter.

4240 Chemical Reviews, 2009, Vol. 109, No. 9 Ouyang et al.



5.2. Thermodynamic Analytic Expression of
Shell-Core Nanostructures

Interfacial interactions, symmetry breaking, structural
frustration, confinement-induced entropy loss, etc., can all
play key roles in determining atomic assembly of a nano-
system in a physically confined environment. So, the
interfacial free energy is an important physical quantity in
multilayered films. Buff demonstrated the liquid-gas inter-
facial free energy as related to size dependence in 1951.105

Also, Jiang et al. reported that the interface energy between
the solid and vapor varies with the dimension of the
nanocrystals.104 Thus, the size-dependent solid-solid inter-
face free energy in binary shell-core structures is deduced
as follows.

For a shell-core interface with a spherical particle
diameter d, the surface energy of component A can be
deduced as in the similar case for nanocrystals. In a similar
manner, the following expression is obtained based on eq
3-1, i.e., γA ) γA

chem + γA
stru. Thus, we have

The surface strain (εR�
s ) of a sphere is related to the absolute

bulk strain (εij) within the particle through a coordinate
transformation εR�

s ) tRit�jεij, in which R,� range from 1 to
2 and i, j range from 1 to 3. The tRi is transformation tensor,
and the transformation matrix for cubic structure metals is
expressed as in eq 4-22.

Note that D0 is the smallest size with D0 ) 3h for spherical
particles.

On the other hand, it can also readily be demonstrated
that, in the case of the surface energy in the inner wall of
component B, the equation has the form: γB ) γB

chem + γB
stru.

Likewise, we have

Thus, we conclude that the average interface free energy γj′
between components A and B is found to be

Thus, the interface energy in the shell-core structure is
definitely size dependent.

5.3. Spontaneous Interfacial Alloying
Generally speaking, the thermodynamic driving force that

can lead to interfacial alloying in mutilayers includes the
interface free energy and the heat of mixing. It is notable
that the size-dependent melting enthalpy of nanoparticles has
been derived using several models.211 Similarly, for the
formation or mixing enthalpy Hf(L) of bimetallic systems,
the size-dependent Hm(L) function can first be expressed by
Hm(L) ) Hmb

exp[(-2Smb
)/(3R)(1)/(L/L0 - 1)][1 -(1)/(L/L0

- 1)] where Tm(L), Sm(L), and Hm(L) are the size-dependent
melting temperature, the melting entropy, and the melting
enthalpy,212 respectively. Smb

, Hmb
, and Tmb

are the corre-
sponding bulk values. Therefore, for nanocompounds with
two different metallic elements, the formation enthalpy Hf(L)
should be size dependent. L is the thickness of the mixing
or alloying layer with L0′ being the critical thickness.
Accordingly, for binary nanocompounds, the size-dependent
formation enthalpy is defined as following

Figure 20. Schematic illustration of the shell-core nanostructure
with binary metallic composed of component of A and B, (a) before
alloying and (b) after alloying.

γA
chem )

γ(hkl)(1 - 1
DA/DA0 - 1)exp(- 2Smb

3R
1

DA/DA0
- 1)

(4-20)

γA
stru ) 1

2
{R1(εx

s2
+ εy

s2
) + R2[(εx

s + εy
s)2 + 4εxy

s 2]}

(4-21)

[tij] ) [cos θ cos φ sin θ cos φ -sin φ

-sin θ cos θ 0
sin φ cos θ sin φ sin θ cos φ

] (4-22)

γB
chem ) γB0(1 + 4 h

d ) (4-23)

γB
stru ) ε2R̄ (4-24)

γ′
-

) (γA + γB)/2 (4-25)

Hf(L) ) Hfb
exp(-2Sfb

3R
1

L/L0′ - 1)(1 - 1
L/L0′ - 1)

(4-26)
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where Sfb
is the bulk mixing entropy with Sfb

) -R(XA ln
XA + XB ln XB), in which Xi (i ) A, B) denote the atomic
percentage of components. Note that for miscible bimetallic
systems, the heat of formation is negative, whereas it is
positive in immiscible systems. Finally, combining eqs 4-25
and 4-26, we obtain the size-dependent thermodynamic
driving force, ∆F, for interfacial alloying in a shell-core
structure as in eq 4-27.

where Sf is the surface area occupied by one mole of
interfacial atoms. Sf is therefore expressed as Sf ) RASfA +
RBSfB, in which RA and RB are the fractions of interfacial
atoms A and B, respectively, versus the total atoms in
shell-core structures. Here, RA ) xA(hA)/(LA) and RB )
xB(hB)/(LB) where LA and LB are the thickness of original
interface layer and x is the atomic concentration.

5.4. Kinetic Considerations
Since the thermodynamic driving force in a shell-core

structure with miscible bimetallic elements creates the
possibility of interfacial alloying, the kinetic approach seems
essential to describe the alloying.213 In this section, we
propose the diffusion kinetics for interfacial alloying in a
shell-core nanoparticle, as shown in Figure 20.

The size-dependent amplitude σ(r) of the atomic thermal
vibration of nanocrystals is as follows214

where r is the radius of nanocrystals, the subscripts s and V
denote the surface and interior values of the number of atoms
n and the atomic vibration amplitude σ, σ∞

2 is the mean-
square displacement (msd) for the corresponding bulk crystal,
φ is the ratio of σs/σV, and x ) ns/nV. For components A and
B, the ratio of the number of atoms in the interface and
interior are obtained, respectively, as

When the shape of the shell-core nanoparticle is taken
to be a sphere or quasi-sphere, V0 and h state the volume of
nanoparticles and the atomic diameter, respectively. Note that
the r must be for more than one monolayer of atoms to
guarantee a bimetallic interface. Under the high-temperature
approximation,214 σ2(r)/σ2

∞ ) Tm(∞)/Tm(r), in which Tm(∞)
and Tm(r) denote the bulk and the size-dependent melting
temperature,respectively.AccordingtotheBoltzmann-Arrhenius
dependence of the diffusion coefficient Diff on temperature202

where Ediff, R, and T are the diffusion activation energy, the
ideal gas constant, and the absolute temperature, respectively.
Note that many researchers have reported for the size-
dependence of the melting temperature of free nanopar-
ticles202 that the melting temperature decreases with reduction
of size. Dick et al.202 studied the size-dependent melting
temperature of gold particles and assumed the diffusion
coefficients at the melting point are the same and are
independent of the melting temperature and size, i.e.,
Diff[r,Tm(r)] ) Diff[r(∞),Tm(∞)]. Furthermore, based on the
point defect mechanism,215 the diffusion coefficient in a cubic
crystal can be written as

with

where Diff0
represents the pre-exponential factor. a, z, PV, υ,

∆Sm, and ∆Hm are the unit movement distance for an atom,
the coordinate numbers, the probability of vacancy in a
neighboring position, the vibration frequency of the atoms,
the activation entropy, and the activation enthalpy, respec-
tively. However, the vibration frequency shift is about
1%-5% even in the large scale of 2-50 nm.216 Thus, the
change of ∆Sm originating from the vibrational frequency
change in the activation process is very small. Thus, we
conclude that Diff0

is only a weak function of the particle
size and can, as an approximation, take Diff0

to be constant.
We deduce the relationship between the diffusion activation
energy and the temperature to be Ediff(r)/Ediff(∞) ) Tm(r)/
Tm(∞).

Therefore, σ2(r)/σ2
∞ ) Tm(∞)/Tm(r) ) exp[(1 - φ)x]. On

the basis of the vibration entropy expression of Mott, φ can
be expressed as φ )[2S∞/3R + 1],212 in which S∞ is the bulk
melting entropy. Accordingly, Ediff(r) ) E(∞) exp(-2S∞/
(3R)x).

From the above, it follows that the size-dependent diffu-
sion coefficients with A in B and B in A are, respectively,

According to Darken’s equation, i.e., Ddiff
˜ ) CADdiffB

+
CBDdiffA

,217 the D˜
diff, Diffi

(i ) A, B), and Cj (j ) A, B) denote
the interdiffusion coefficient, the partial-diffusion coefficient,
and the fractional concentration, respectively, with CA + CB

) 1. In this approach, DiffBfA
(r,T) and DiffAfB

(r,T) are written
as the partial-diffusion coefficient with DiffB

and DiffA
.

∆F ) Sfγ
-
- Hf(L) (4-27)

σ2(r)/σ∞
2 ) exp[(R - 1)x] ) exp[(φ - 1)ns/nV]

(4-28)

xA ) nsA
/nVA

)
4π r2hA/V0A

4
3

π r3/V0A - 4π r2hA/V0A

)
3hA

r - 3hA

(4-29)

xB ) nsB
/nVB

)

4π rA
2 hB/V0B

(43π r3 - 4
3

π rA
3 )/V0B - 4π rA

2 hB/V0B

)

3 rA
2 hB

(r3 - rA
3 ) - 3rA

2 hB

(4-30)

Diff ) Diff0
exp(-Ediff/RT) (4-31)

Diff ) Diff0
exp(-∆Hm/(RT)) (4-32a)

Diff0 ) 1
6

a2zPVνexp(∆Sm/R) (4-32b)

DiffBfA
(r, T))

DiffA0
exp[-EdiffA

(∞)

RT
exp[-2SA∞

3R
×

3hA

r - 3hA
]] (4-33)

DiffAfB
(r, T))

DiffB0
exp[-EdiffB

(∞)

RT
exp

[-2SB∞

3R
×

3rA
2 hB

(r3 - rA
3 ) - 3rA

2 hB
]] (4-34)
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Equations 4-33 and 4-34 correspond to the B shell diffusion
into the A core and vice versa, respectively.

5.5. Au/Ag Bimetallic System
The typical Au-Ag nanoparticle having an Au core and

an Ag shell is taken as an example to check the validity of
the proposed theory. According to eq 4-27, we can conclude
that the thermodynamic driving force is size-dependent, and
the size of the shell-core structure can greatly influence the
value of the driving force at the nanometer scale. We note
that the heat of formation in miscible bimetallic systems is
negative so that the driving force can be larger than zero.
Accordingly, the interface of the Au-Ag shell-core struc-
ture generates a huge thermodynamic driving force to drive
interface alloying at ambient temperature. These results show
that, for the Au-Ag nanoparticle under normal conditions,
spontaneous interface alloying seems thermodynamically
possible because of the large thermodynamic driving force
of the system. In fact, the experiments of Meisel and co-
workers28 have substantiated the theoretical prediction above.

In Figure 21, we plot the size-dependent diffusion coef-
ficient according to eqs 4-33 and 4-34, which lead to the
anomalous diffusion near the interface in the shell-core

structure. The relevant parameters used in our calculations
are listed in Table 1. From Figure 21a, we can see that the
diffusion coefficient of Ag into Au smoothly decreases with
increasing radius of the Au core and finally goes to the bulk
diffusion coefficient. However, we definitely see that there
exists a threshold value of the diffusion coefficient at a core
radius of about 2.5 nm. In detail, the diffusion coefficient
rapidly increases with decreasing radius of the Au core and
goes to an unconventionally high value when the radius is
less than 2.5 nm. For example, when the radius of the core
is about 2 nm, the diffusion coefficient reaches 10-24 m2 s-1,
which is consistent with the experiment.28

From the above results, the diffusion of shell into core
depends on the size of the core to a certain extent. Thus, the
smaller the radius of the core, the more intense is the
interfacial diffusion, which corresponds to the experimental
observations.28,204 Similarly, for the case of the diffusion of
Au core into Ag shell, the diffusion coefficient is shown in
Figure 21b. Diffusion behaviors are shown when the radius
of the Au core is 2.5, 4.6, and 8.3 nm. Note that when the
Ag shell is very thin, the diffusion coefficient of Au core
into Ag shell quickly increases with decreasing thickness of
the Ag shell and decreases with increasing the thickness of
the shell. Very importantly, the experimental data strongly
supports these theoretical predictions.28 For example, for a
nanoparticle of 2 nm radius at room temperature, the
diffusion coefficient of Au is calculated to be 10-28 m2 s-1,
which is in good agreement with the experimental data.28,202

However, the corresponding bulk diffusion coefficient is just
10-36 m2 s-1. Apparently the kinetics of the unusually high
diffusion coefficient at the nanometer scale corresponds to
the ambient temperature, size-dependent spontaneous inter-
facial alloying in the Au-Ag nanoparticle. Furthermore, the
three curves in Figure 21b have homologous character,
suggesting that both the core-into-shell and shell-into-core
diffusion behavior are actually size-dependent at the nanom-
eter scale. As the size of both the core and the shell increase,
the diffusion coefficient decreases, and the corresponding
diffusion concentration is very low, while at small sizes of
the core/shell structure, the diffusion is facile because of the
effects at the nanometer scale.

Predictions from the above theory treating these physical
and chemical processes that have fast spontaneous intermix-
ing in binary metallic nanoparticles are in good agreement
with previous experimental studies28,218 and atomistic
simulations.219,220 Thus, nanometer-scale, size-dependent
diffusion provides a clear example of ambient temperature
interfacial alloying in the shell-core. Naturally, the rate of
the interfacial alloying depends on both the size of the core
and the total size of the shell-core nanoparticles. Overall,
the above thermodynamic and kinetic approaches to size-
dependent spontaneous interfacial alloying in a shell-core
structure perform well in the case of Au-Ag nanoparticles,
thus implying that this is a general theory for interfacial
behavior in shell-core nanostructures.

5.6. Summary
We have treated the size dependent spontaneous interfacial

alloying in metallic shell-core nanoparticles under the
assumption of the correlation of the size-dependent surface
energy to the heat of formation. For miscible bimetallic
systems, the large thermodynamic driving force from the
size-dependent negative mixing enthalpy and the shell-core
interface energy creates the possibility for an ambient

Figure 21. Size-dependent diffusion coefficient D at normal
temperature of 300 K, (a) for Ag atom diffusion into Au core and
parameters for Ag diffusion into Au core are listed as following:
D0 ) 7.2E - 6 m2 s-1, and E(∞) ) 169.8 kJ mol-1.221 (b) For Au
atom diffusion into Ag shell at different diameters of A, B and C
with 2.5, 4.6, and 8.3 nm, respectively. The symbol (9) with the
corresponding size denotes the experimental results where D(1.25,
300 K) ) 1.0E - 24 m2 s-1.28 Some parameters for Au atom
diffusion into Ag shell are as follows: D0 ) 4E - 6 m2 s-1, E(∞)
) 169.5 kJ mol-1, and T ) 300 K, respectively;221 others are listed
in Table 1.
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temperature spontaneous alloying arising from the interface
in a shell-core nanoparticle. These results thus suggest that
the thermodynamic origins correspond to the anomalous
alloying. Meanwhile, the unusually high ambient temperature
diffusion coefficient between the core and shell near the
interface provides a kinetic route to achieve the interfacial
alloying, which is apparently the kinetic mechanism for the
process. Interestingly, the agreement between the theoretical
predictions and the experimental data implies that the model
established here can be expected to be a universal approach
to interfacial behavior in shell-core nanostructures.

6. Concluding Remarks
We have shown that the effect of the negative curvature

of nanostructures has enabled us to view the performance
of a surface or interface from the perspective of both
nanometer-scale thermodynamics and continuum mechanics.
The progress made can be summarized as follows:

(i) The unusual state of atoms at the inner skin of
nanocavities has been related to the size dependence of the
surface energy. Three components of nanocavities (the liquid-
like matrix, the vapor-like cavity, and the inner surface skin
of the cavity) have been considered in the cavity-matrix
structure, and surface energy contributions from chemical
and structural effects have been discussed. It has been found
that the surface energy increases with the inverse of the cavity
size and that the cavity shrinks in size, which are different
from what we would usually expect. It is suggested that the
surface skin will be stronger than that of the matrix because
of the bond-order deficiency effect.

(ii) The action of nanocavities in host crystals as a sink
for metallic impurity atoms is proposed on the basis of the
thermodynamic and kinetic approaches applied at the na-
nometer scale. The impurity trapping mechanisms of nano-
cavities are attributed in the thermodynamic approach to the
contact epitaxy of impurity atoms on the inner surface of
nanocavities and, in the kinetic approach, to the diffusion
flux of impurity atoms being oriented toward nanocavities
in host crystals. These theoretical results demonstrate that
the nanocavities in host crystals could be used as a functional
unit to fabricate nanodevices. Furthermore, melting behaviors
of nanocavities in a matrix have been investigated on the
basis of both nanometer-scale thermodynamics and con-
tinuum medium mechanics. An analytical model was estab-
lished to elucidate the kinetics of nanocavity shrinkage under
external thermal activation and the melting thermodynamics
of nanocavities. It was found that the shrinkage of a
nanocavity exhibits a pronounced nonlinear kinetic character
as the size of the nanocavity size progresses through several
nanometer scales. Additionally, a huge superheating of a
nanocavity of small size appears when the temperature is
equal to the melting point of the matrix. The size-dependent
inner surface energy of the nanocavity is apparently respon-
sible for these anomalous melting behaviors.

(iii) An analytic theory has been developed from the
perspective of thermodynamics and continuum medium
mechanics to predict and explain the mechanical responses

of nanotubes as their structure changes. It was found that
the surface energy of the inner surface increases while the
surface energy of the outer surface decreases with decreasing
diameter of the nanotubes, thus leading to the anomalous
increase of Young’s modulus of a nanotube as its diameter
decreases. For the same material, the Young’s modulus of a
nanotube with a thin shell is higher than that of one with a
thick shell, and the Young’s modulus of a nanotube is higher
than that of a nanowire with the same size. The Young’s
modulus of both a nanotube and a nanowire are larger than
that of the bulk material. Importantly, theoretical predictions
are consistent with experiments. Moreover, we established
an analytic theory to predict the mechanical responses of
nanoporous structures from the perspective of nanothermo-
dynamics and continuum mechanics and showed that the
effective bulk elastic modulus of nanoporous structures with
pore size less than 2 nm is larger than that of the bulk
counterpart. It was found that the inner surface stiffening
induced by the size-dependent inner surface energy of
cylindrical nanopores appears to be the physical origin of
the anomalous mechanical properties of nanoporous struc-
tures. The agreement between theory and experiment sug-
gests that the proposed theory could be expected to be
applicable to nanoporous structural materials.

(iv) The size-dependent thermodynamic and kinetic models
were derived to elucidate the physical and chemical origins
of the thermodynamic driving force causing the spontaneous
interfacial alloying and the anomalous diffusion arising from
the metallic shell-core interface in nanoparticles. It was
found that, in the thermodynamic view, the very large driving
force arising from the size-dependent mixing enthalpy and
the interfacial energy leads to spontaneous interfacial alloy-
ing. In the kinetic view, the unusually intense interfacial
diffusion provides a path to achieve ambient temperature
interfacial alloying. Interestingly, these theoretical predictions
are in agreement with the experimental data.

It should be emphasized that all the theoretical models
mentioned above are successful from different aspects such
as mechanics, nucleation and interfacial alloying, etc., and
with the size-dependent surface energy of negative curvature
nanostructures as the complementary origin, they would be
complete and in good accordance. On the other hand,
considering that almost all of the physical properties of
nanomaterials are consistently related to the surface or
interface free energy, the significance of these theoretical
approaches is that, with only a few adjustable parameters,
they successfully treat the whole range from zero-dimen-
sional to one-dimensional, two-dimensional, and three-
dimensional nanostructures. More strikingly, as the current
theoretical methods are the first-order approximation, there
is still plenty of room for improvement by involving other
external stimuli such as temperature, pressure, and electrical
or magnetic field approaches that contribute to the surface
state of negative curvature nanostructures. Thus, it is really
an open topic full of exciting challenges. Further investigation
should be pursued in the near future.

Table 1. Numerical Parameters Used in the Text;50,101,222 Note That the Svib Means the Vibration Entropy for Si

h (nm) Smb (J mol-1 K-1) Hmb (kJ mol-1) Vs (cm3 mol-1) k (× 10-12 (Pa-1) E0 (GPa) ν γ0 (J m-2)

Ag 0.2889 9.16 11.3 10.3 9.6225 83 1.25
Au 0.2884 9.38 12.55 10.2 5.848 78 0.44 1.59
Si 0.1568 6.7 (Svib) 50.55 15.7 0.306 47 1.24
Cu 0.2556 9.65 13.1 7.11 130 0.34 1.592
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Sperr, P.; Kögel, G. Phys. ReV. B 2005, 71, 245320.
(91) Seager, C. H.; Myers, S. M.; Anderson, R. A.; Warren, W. L.;

Follstaedt, D. M. Phys. ReV. B 1994, 50, 2458.
(92) Rest, J.; Birtcher, R. C. J. Nucl. Mater. 1989, 168, 312.
(93) Wang, L. M.; Birtcher, R. C. Appl. Phys. Lett. 1989, 55, 2494.
(94) Kim, J. C.; Cahill, D. G.; Averback, R. S. Phys. ReV. B 2003, 68,

094109.
(95) Ishikawa, N.; Awaji, M.; Furuya, K.; Birtcher, R. C.; Allen, C. W.

Nucl. Instrum. Methods Phys. Res., Sect. B 1997, 127-128, 123.
(96) Zhu, X. F. J. Phys: Condens. Matter 2003, 15, L253.
(97) Williams, J. S.; Zhu, X. F.; Ridgway, M. C.; Conway, M. J.; Williams,

B. C.; Fortuna, F.; Ruault, M. O.; Bernas, H. Appl. Phys. Lett. 2000,
77, 4280.

(98) Zhu, X. F.; Williams, J. S.; Conway, M. J.; Ridgway, M. C.; Fortuna,
F.; Ruault, M. O.; Bernas, H. Appl. Phys. Lett. 2001, 79, 3416.

Surface Energy of Nanostructural Materials Chemical Reviews, 2009, Vol. 109, No. 9 4245



(99) Moody, M. P.; Attard, P. Phys. ReV. Lett. 2003, 91, 056104.
(100) Ouyang, G.; Liang, L. H.; Wang, C. X.; Yang, G. W. Appl. Phys.

Lett. 2006, 88, 091914.
(101) Dingrevillea, R.; Qu, J. M.; Cherkaoui, M. J. Mech. Phys. Solids

2005, 53, 1827.
(102) Fried, E.; Gurtin, M. E. In AdVances in Applied Mechanics, Vol. 40;

Aref, H., Van der Giessen, E., Eds.; Academic Press: Salt Lake City,
UT, 2004; pp 1-177.

(103) Sun, C. Q.; Shi, Y.; Li, C. M.; Li, S.; Au Yeung, T. C. Phys. ReV.
B 2006, 73, 075408.

(104) Lu, H. M.; Jiang, Q. J. Phys. Chem. B 2004, 108, 5617.
(105) Buff, F. R. J. Chem. Phys. 1951, 19, 1591.
(106) Tolman, R. C. J. Chem. Phys. 1949, 17, 333.
(107) Koenig, F. O. J. Chem. Phys. 1950, 18, 449.
(108) Kirkwood, J. G.; Buff, F. P. J. Chem. Phys. 1949, 17, 338.
(109) Nijmeijer, M. J. P.; Bruin, C.; van Woerkom, A. B.; Bakker, A. F.

J. Chem. Phys. 1992, 96, 565.
(110) Moody, M. P.; Attard, P. J. Chem. Phys. 2001, 115, 8967.
(111) Saito, Y.; Uemura, H.; Uwaha, M. Phys. ReV. B 2001, 63, 045422.
(112) Weissmuller, J.; Cahn, J. W. Acta Mater. 1997, 45, 1899.
(113) Lamber, R.; Werjen, S.; Jaeger, N. I. Phys. ReV. B 1998, 51, 10968.
(114) Liang, L. H.; Li, J. C.; Jiang, Q. Physica B 2003, 334, 49.
(115) Chaudhari, P.; Spaepen, F.; Steinhardt, P. J. Glass Metals II; Beck,

H., Güntherodt, H.-J., Eds.; Springer: Berlin, 1983; Chapter 5.
(116) Yang, F. Q. J. Appl. Phys. 2004, 95, 3516.
(117) Brett, D. A.; Llewellyn, D. J.; Ridgway, M. C. Appl. Phys. Lett. 2006,

88, 222107.
(118) Ruault, M. O.; Ridgway, M. C.; Fortuna, F.; Bernas, H.; Williams,

J. S. Eur. Phys. J: Appl. Phys. 2003, 23, 39.
(119) Bai, B. M.; Li, M. Nano Lett. 2006, 6, 2284.
(120) Goldstein, A. N.; Echer, C. M.; Alivisatos, A. P. Science 1992, 256,

1425.
(121) Ouyang, G.; Li, X. L.; Tan, X.; Yang, G. W. Appl. Phys. Lett. 2006,

89, 031904.
(122) Ren, F.; Jiang, G. Z.; Liu, C.; Wang, J. B. Phys. ReV. Lett. 2006, 97,

165501.
(123) Eaglesham, D. J.; White, A. E.; Feldman, L. C.; Moriya, N.; Jacobson,

D. C. Phys. ReV. Lett. 1993, 70, 1643.
(124) Cerofolini, G. F.; Corni, F.; Frabboni, S.; Nobili, C.; Ottaviani, G.;

Tonini, R. Mater. Sci. Eng., R 2000, 27, 1.
(125) Brooks, H. Impurities and Imperfection; American Society for Metals:

Cleveland, OH, 1955.
(126) Qi, W. H.; Wang, M. P. Physica B 2003, 334, 432.
(127) Zhu, X. F.; Wang, Z. G. Chin. Phys. Lett. 2005, 22, 657.
(128) Kovač, D.; Otto, G.; Hobler, G. Nucl. Instrum. Methods Phys. Res.,

Sect. B 2005, 228, 226.
(129) Ruault, M. O.; Ridgway, M. C.; Fortuna, F.; Bernas, H.; Williams,

J. S. Nucl. Instrum. Methods B 2003, 206, 912.
(130) Schmidt, H.; Borchardt, G.; Rudolphi, M.; Baumann, H.; Bruns, M.

Appl. Phys. Lett. 2004, 85, 582.
(131) Schmidt, H.; Gupta, M.; Bruns, M. Phys. ReV. Lett. 2006, 96, 055901.
(132) Altug, H.; Englund, D.; Vuckovic, J. Nature Phys. 2006, 2, 484.
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